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0 | Preliminary Comments On Notes

These notes were taken during lectures themselves, but have undergone significant editing
afterwards by both myself and Paul. In some places this has resulted in me (Richie) adding
completely new material that was not discussed during the course. This is mainly done for
my own understanding on the background of some of the results used. Sections that contain
a lot of unlectured material will be marked with an asterisk.

The important results that appear in these section will be put in boxes like this.

I will try not to rely too heavily on the details of these additional sections, and any
calculations used later in the course I shall present again. This is done so that, in principle,
the non-asterisked sections can be read in a self contained way (up to accepting the boxed
results). The disclaimer is that I will use the notation from these sections (e.g. putting tildes
on the charges associated to the conformal differential operators), so if any notation seems
strange, the reader is requested to glance these sections for clarity.

Additional Remark 0.0.1 . Other, non-asterisked, sections will also include small additions
here and there and these will normally be included as additional remarks like this.1

Remark 0.0.2 . Within the asterisked sections I will just use ‘normal’ remarks (i.e. not "Ad-
ditional Remark"), like this.

Of course some of these additions will naturally be part of the text itself.
All this additional material should be understood with caution as I may have misinter-

preted results I’ve seen from places. Of course any errors etc in these parts are entirely my
fault and should not reflect on the course itself.

1Some will also appear as footnotes.
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1 | Introduction & Motivations

We start this course with a introduction and motivation of the work that is to follow. It is
beneficial to do this as a some of the work that follows can be rather abstract and it is always
useful to have some kind of grounding to remind us why we care about what we’re doing.
However it is worth saying that the things said in the introduction aren’t meant to be fully
understood on a first read, but will slowly ‘fall into place’ as the course goes on.1 So without
further ado, let’s get introducing and motivating.

1.1 What is CFT ?

Of course the most immediate question to ask is "what is conformal field theory (CFT)?"
This is something that will become more precise as we progress, but as a guiding principle,
a CFT is a scale-invariant quantum field theory (QFT).2 By scale-invariant we mean that
you can expand/shrink the underlying spacetime without changing the theory. In other (even
more rough) words you can’t tell how ‘zoomed in’ you are to the theory, and you don’t really
care. Not only is a CFT invariant under global scalings (i.e. scale the whole spacetime by the
same amount, so relative lengths are preserved), but it is also invariant under local scalings.
Essentially what this means is that a CFT is invariant under any transformation that preserves
the angles3 between things, but it need not preserve lengths. On top of this scaling symmetry,
a CFT also possesses Poincaré symmetry. This follows simply from the fact that a CFT is a
QFT (which we construct with Poincaré invariance in mind!)

v1

v2

θ

Conformal Transformation
v′1 v′2

θ

Combining these symmetries can lead to further symmetries. It turns out that in 2-
dimensions we have infinitely many symmetries, while in higher dimensions there is a finite
number. We can collect all these symmetries into a group, known as the conformal group,
and thus we can define a CFT to be a QFT that is invariant under the conformal group.

1I simply say this because I have felt overwhelmed at introductions before.
2We should clarify and say that there are indeed ways to get CFTs without making reference to a La-

grangian, something you usually have in a QFT.
3In the Euclidean sense.
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CHAPTER 1. INTRODUCTION & MOTIVATIONS 3

Remark 1.1.1 . It is important to note that the real world is not scale invariant! For example
QCD is not scale invariant as

(i) The gluon masses: this just comes from the idea that mass and length are related (i.e.
the higher the energy the smaller the scale).

(ii) Even in massless QCD, we introduce a scale via the renormalisation process, i.e. the
cut-off, and so we still break scale invariance.

In general for a theory to be CFT, the classical Lagrangian has to be scale-invariant. When
you quantize it, it either retains scale-invariance or it does not, and as we have just explained
QCD does not.

1.2 Why CFT?

Ok so armed with our introductory understanding of what CFT is, we can ask the next
important question "Why do we care about CFTs?" Well there’s always the standard answer
of "things are interesting to study," but really we would like a more motivating answer.

It turns out that there exist many theories similar to QCD which are scale invariant, e.g.
N = 4 super-Yang-Mills theory.4 This is worth studying as it plays a role in the study of the
AdS/CFT correspondance.

Furthermore RG flow fixed points of any QFT are conformally invariant (and thus CFTs).
More recently, numerical conformal bootstrap procedures are ongoing research. We will

discuss these in a bit more detail later, but essentially this is a way to constrain a system by
imposing self-consistency checks. This allows us to find stuff out about the theory without
having to do any explicit calculations (e.g. Feynman diagrams).

The above motivational examples are, almost certainly, completely new names and so
might not provide a huge motivation. The next example will perhaps provide more motivation:
string theory is a 2-dimensional CFT! Indeed almost any string theory course you will read
will most likely contain a reasonable amount of information presented in this course. It is
really important to remember, though, that this is only a specific application of CFT and so it
is worth studying outside that. Note also that string theory happens to fall into our ‘special’
class of CFTs, namely 2-dimensional ones. For this reason we should be careful about using
string theory has our only grounding when it comes to studying CFTs.

1.3 Parts

Part I of this course will focus on studying D > 2 CFTs (with some D = 2 comments made
along the way) then Part II will focus on D = 2 CFTs.

4This is the most symmetry QFT you can have in 4-dimensions. On top the conformal symmetry, we have
4 supersymmetries. Obviously more details on supersymmetry in my SUSY notes. Also "Yang-Mills" is just
the fancy name for non-Abelian gauge theory — see my QFT II notes for more details.



Part I

CFT in D > 2
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2 | Conformal transformations

Now that we are (hopefully) motivated, we can begin a more technical study of conformal
symmetry. We start by being a bit more precise as to what each of the symmetries we have
mentioned mean.

2.1 Symmetries & Conformal Killing Equation

Definition. The Poincaré group is the full set of symmetries of special relativity, i.e. it
is the union of the Lorentz symmetries (spatial rotations and boosts) with translations.
Poincaré transformations can therefore be defined as the set of transformations that map
flat space to flat space.

We should be familiar enough with Poincaré transformations to not need any examples.
We can put a QFT on an arbitrary background, coupling the QFT to gravity, resulting in

a theory which is diffeomorphism1 invariant. Fixing the background to flat space we recover
the original QFT and the Poincaré transformations are simply the diffeomorphisms which
leave the flat metric invariant.

Some QFTs when coupled to gravity in this way possess an additional symmetry known
as a Weyl transformation, simply a local rescaling of the metric.

Definition. A Weyl transformation is a local rescaling of the metric by a factor, i.e. it
maps

g 7→ Ω2(x)g,

where the squared is purely convention. We call Ω2(x) a Weyl factor.

A Weyl invariant theory when restricted to a fixed flat background metric is a called a
CFT (at least classically).

Definition. A conformal transformation is thus a spacetime transformation that leaves
the flat metric invariant up to a Weyl factor.

Additional Remark 2.1.1 . There is a subtle difference between a Weyl transformation and
a conformal transformation. A Weyl transformation is a scaling of the metric itself and

1A diffeomorphism is the structure preserving map between two manifolds. Diffeomorphisms play a huge
role in GR, where they (roughly speaking) correspond to coordinate changes. Diffeomorphisms are gauge
symmetry in GR and essentially give rise to the connection coefficients, Γ, in exactly the same way that the
SU(3) gauge symmetry of QCD gives gluons (although this comparison is not always made!).

5



CHAPTER 2. CONFORMAL TRANSFORMATIONS 6

it does not effect the spacetime itself, while a conformal transformation leaves the metric
alone but changes the underlying spacetime. We can see the difference between the two by
transformation in terms of coordinates:2

• A Weyl transformation is defined via

hµν = Ω2(x)gµν .

• A conformal transformation is defined via

∂x′α

∂xµ
∂x′β

∂xν
η′αβ = Ω2(x)ηµν ,

where the left-hand side of this expression is just the general formula for how the com-
ponents of the metric change under a coordinate transformation.

These two things are almost essentially the same, and it is likely that I will slip up here
and there and use them interchangeably, but it’s important to note they are indeed different
things.

Let’s try break down conformal transformations a little bit further. Recall that the metric
essentially tells us the lengths and angles between things. The length comes from taking
g(V, V ), while the angle comes from considering g(U, V ) along with the lengths of U and V .
If we take a conformal transformation then the lengths are clearly going to change, as we
have the Ω2(x) factor. However when looking at angles really all we are interested in is the
projections of lengths, and here the Ω2(x) factors cancel. That is the lengths of both U and
V change by the same amount3 and so the ratio to the projection remains invariant. We can
therefore intuitively think of conformal transformations as spacetime transformations that
locally vary lengths but preserve angles. This is exactly the introductory definition we gave
above.

The above result is actually very important, and so we write it again in a nice box.

∂x′α

∂xµ
∂x′β

∂xν
η′αβ = Ω2(x)ηµν . (2.1)

Notation. From now on we will assume we are working in a flat spacetime, i.e. we replace gµν
with ηµν .

The above result holds for a general finite conformal transformation. We can use it to
find out how an infinitesimal conformal transformation acts. Start by writing

x′µ = xµ + ξµ(x), and Ω = 1 + κ(x),

where ξ and κ are infinitesimal (i.e. ignore O(ξ2),O(κ2),O(ξκ)). Then inserting this into
Equation (2.1) gives us

2If we want to be a bit more fancy, we can define the difference using the notion of a pull-back. Let
f :M→M be a smooth map withM being our manifold. Then a conformal transformation is defined via
f∗g = Ω2(x)g, where Ω2(x) ∈ C∞(M). On the other hand a Weyl transformation has f = 1M and we simply
have h = Ω2(x)g.

3This follows from the fact that we can only take the angle between them if they are defined at the same
x, so the scaling is the same for both.
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2κ(x)ηµν = ∂µξν + ∂νξµ, (2.2)

which is known as the conformal Killing equation. It is the defining equation for infinitesimal
conformal transformations.

Remark 2.1.2 . Note we call it the conformal Killing equation as it is of the same form as the
Killing equation from general relativty, which reads4

∂µξν + ∂νξµ = 0. (2.3)

Note it is the κ that distinguishes the two, and this is where the "conformal" part of the name
comes from; κ comes from the Ω2(x) factor.

2.2 Conformal Killing Equation For d > 2

The idea is to solve Equation (2.1) to get the infinitesimal symmetries and then we can get
the full picture back using the exponential map. The general solution (for d > 2, with d being
the spacetime dimension) is

ξµ(x) = aµ + ωµνx
ν + σxµ + bµx2 − 2bνx

νxµ, (2.4)

with (contracting Equation (2.2) with ηµν)

κ(x) =
1

d
∂µξ

µ = σ − 2bνx
ν ,

where

(i) ω is the Lorentz part, so it must obey ωµν = −ωνµ,

(ii) σ is the scaling part (known as a dilatation), and

(iii) b is something new we call the special conformal transformation.

Exercise

1. Check that the above solves Equation (2.2).

2. Derive Equation (2.4). Hint: Start by recalling (or deriving) the general solution
to Killings equation, Equation (2.3), and then include the contributions from κ.
You want to show that κ is linear in x, i.e. two derivatives on it are zero. Then
go from there by picking suitable linear combinations to find the solution.

Remark 2.2.1 . As we said above, Equation (2.4) only holds for dimensions d 6= 2. As we have
mentioned a couple times, for the specific case of d = 2 things change and we get a much
larger expression.

4In flat space, otherwise we replace ∂µ with ∇µ.
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2.2.1 The Conformal Algebra

Claim 2.2.2 . The conformal group is a Lie group.5

We can pick a basis of the Lie algebra so that our conformal Killing vector ξµ∂µ is a
generator of the Lie group. We can do this by decomposing it in terms of the generators of
the subgroups. We have

(i) Momentum:
Pµ := ∂µ, (2.5)

which generates spacetime translations, aµ.

(ii) Lorentz:
Lµν := xµ∂ν − xν∂µ, (2.6)

which generate our boosts and spatial rotations, ωµν .

(iii) Dilatations:
D := xµ∂µ, (2.7)

which generates our scale transformations, σ.

(iv) Special conformal generator:

Kµ := x2∂µ − 2xµx
ν∂ν , (2.8)

which generates our new bµ parameter.

From Equation (2.4) we then read off

ξµ∂µ = aµPµ +
1

2
ωµνL

ν
µ + σD + bµKµ,

Now we have claimed that our conformal group is a Lie group and that Equations (2.5)
to (2.8) are our generators. If this is the case they must be elements of the associated Lie
algebra, and so we really should check that they are closed under the commutator (which is
the Lie bracket here).

Proposition 2.2.3. The generators Equations (2.5) to (2.8) satisfy the following commuta-
tion relations.

5Note that the conformal group is not a compact Lie group, though. This is easily seen from the fact that
the Lorentz group is non-compact. See Remark 6.1.1 of my Group Theory notes for a little more detail.
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[Pµ, Lνρ] = ηµνPρ − ηµρPν ,
[Pµ,Kν ] = −2ηµνD + 2Lµν ,

[Kµ, Lνρ] = ηµνKρ − ηµρKν ,

[Kµ, D] = −Kµ

[Pµ, D] = Pµ,

[Lµν , Lρσ] = ηνρLµσ + ηµσLνρ − ηµρLνσ − ηνσLµρ,

(2.9)

with all others vanishing.

Exercise

Derive the commutation relations Equation (2.9). Hint: Recall that the commutator
of differential operators only really make sense when acting on a function, f . Then
remember (or show) that the ∂∂f terms always cancel.

Now these commutation relations are not the prettiest things to remember, so it would be
nice if we could repackage the information in a nicer way. We can do this by introducing two
new ‘dimensions’, which we call "−1" and "d". In other words we let M,N ∈ {−1, 0, ..., d−
1, d}, where we have used new indices to distinguish them from our Lorentz ones, µ, ν. We
then make the following definition.

Definition. Using our new index range, we define JMN via

Jµν = Lµν , J−1µ =
1

2
(Pµ +Kµ) Jdµ =

1

2
(Pµ −Kµ) Jd−1 = D, JMN = −JNM .

(2.10)

We can write this definition as a matrix6

JMN =


0 . . . 1

2

(
Pν +Kν

)
. . . −D

... . . .
...

−1
2

(
Pµ +Kµ

)
Lµν

1
2

(
Kµ − Pµ

)
... . . .

...
D . . . 1

2

(
Pν −Kν

)
. . . 0

 .

It follows from this that JMN satisfies

[Jmn, JPQ] = ηnPJmQ + ηmQJnP − ηmPJnQ − ηnQJmP ,

where ηMN = diag(−1,−1,+1, ...,+1), but this is a representation of a Lorentz-type Lie
algebra (compare it to the last line of Equation (2.9)). In other words this is a representation
of so(2, d).

6The convention here is that the first index, i.e. M , tells us the row, and the second index, N , tells us the
column.
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2.2.2 Finite Conformal Transformations

Now that we have the conformal Lie algebra, we can use the exponential map to recover a
finite conformal transformation:

x′ν = eξ
µ∂µxν = xν + ξµ∂µx

ν +
1

2
ξµ∂µ

(
ξρ∂ρx

ν
)

+O(ξ3). (2.11)

Let’s look at some examples.

Example 2.2.4 . The easiest example is to consider just a translation, i.e. ξµ = aµ. Plugging
this into Equation (2.11) we have

x′ν = xν + aµδνµ +
1

2
aµ∂µ

(
aρδνρ

)
= xν + aν ,

where the second line follows from the fact that aρ is constant.

Example 2.2.5 . Next let’s consider just a dilatation, i.e. ξµ = σxµ. We then have

x′ν = xν + σxµδνµ +
1

2
σxµ∂µ

(
σxρδνρ

)
+ . . .

= xν + σxν +
1

2
σ2xν + . . .

= eσxν .

Now, as σ is a constant, this just tells us to scale our coordinates about x = 0:

x

x

x

x

x′

x′

x′

x′

We have seen a translation and dilatation, but what about our special conformation trans-
formations? That is what does

ξµ = bµx2 − 2bνx
νxµ

give us.

Claim 2.2.6 . The special conformal transformations correspond to the finite transformation

x′ν = eξ
µ∂µxν =

xν + x2bν

1 + 2bνxν + b2x2
(2.12)
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Exercise

Show Equation (2.12) holds up to O(b2), i.e. expand both sides.

We can now check that these finite transformations agree with the original definition, i.e.
check that Equation (2.1) holds for the above x′νs with some Ω(x).

Exercise

Given that
Ω−1(x) = 1 + 2bνx

ν + b2x2 (2.13)

for special conformal transformations, check that Equation (2.1) is satisfied for special
conformal transformations. That is use the given formula along with Equation (2.12)
to verify our definition holds.

2.2.3 Inversions

Although Equation (2.12) looks unapealing at first, it actually allows us to see a really nice
result. Consider

(x′)2 =
(x+ x2b)2

(1 + 2b · x+ b2x2)2
=
x2 + 2x2x · b+ x4b2

(1 + 2b · x+ x2b2)2
=

x′ · (x+ x2b)

1 + 2b · x+ x2b2
, (2.14)

from which we see that
x′µ

x′2
=
xµ + x2bµ

x2
=
xµ

x2
+ bµ. (2.15)

In order to understand what this tells us, let’s introduce another definition.

Definition. [Inversion Map] We define the inversion map via

I : xµ → xµ

x2
. (2.16)

As the name suggests, the inversion map inverts our coordinates, e.g. it sends 0 → ∞.
Now we see that Equation (2.15) tells us that if we invert our coordinates then a special
conformal transformation corresponds simply to a translation. That is

Ix′µ = Ixµ + bµ,

which is our finite translation formula. Infinitesimally we can write this as

K = IPI. (2.17)



3 | Conformal Transformation Of Clas-
sical Fields

The fundamental objects in a CFT are local1 fields, which become local operators on quanti-
sation. We can then use these operators to work out the correlation functions of the theory.
When we know all the operators2 and their correlation functions we say that we can solve
the theory. Said another way, if we know all the operators and all the different correlation
functions between them we can work out anything we would want to know about the theory.

Example 3.0.1 . In a theory that has a Lagrangian, the fields will be simply linear combinations
of products of (derivatives of) the fundamental fields appearing in L. For example:

(i) If you have a scalar field theory the fundamental field is φ(x). Our Lagrangian is then
built out of products, φn(x), and derivative terms ∂µφ(x). We also have products of
both kinds, e.g. φ(x)∂µφ(x).

(ii) If you are considering a gauge theory, you must ensure that the fields are gauge invariant.
So Aµ(x) is not considered by itself, as it is not gauge invariant. However terms such
as tr[FµνFρσ], with Fµν = ∂µAν − ∂νAµ + ig[Aµ, Aν ], will appear.3

Remark 3.0.2 . Note that our fields can transform outside the trivial representation of the
Lorentz group, as the Lorentz group is a subgroup of the conformal group. However gauge
transformations are non-physical and do not form a subgroup, so we have to ensure gauge
invariance if we want to calculate physical things. By this we just mean that our operators,
O, will be allowed to carry Lorentz indices µ, ν etc., however they cannot carry Lie algebra
indices a, b etc.

3.1 Transformation Of Fields

So far we have seen how conformal transformations act on the spacetime coordinates xµ,
however we are yet to see how the conformal transformations act on the fields themselves.
This kind of question should sound familiar from a introductory field theory course where you
discuss active vs. passive transformations of the Lorentz group. We shall recap the general
idea here.4

1The reason for emphasis on the word "local" will become clearer when we look at the state operator
correspondance.

2That is, knowing what representation of the conformal group they transform under.
3If you are not familiar with such terms, see, for example, my QFT II notes.
4For a slightly more intuitive explanation, see Section 2.1.1 of my IFT notes.

12
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3.1.1 Recap Of Lorentz Transformations Of Fields

Under a Lorentz transformation the space transforms as (indices left implicit for notational
convenience)

x→ x′ = Λx

while the scalar field transforms as
φ→ φ′.

Now if φ is a scalar it is, essentially by definition, invariant under the transformation. Math-
ematically that is

φ′(x′) = φ(x).

If we put this all together, we can conclude

φ′(x) = φ(Λ−1x). (3.1)

Ok great, we know how scalar fields transform, however we just said in Remark 3.0.2
that our fields can have Lorentz indices, the next question is how do these transform? Well
of course the argument still transforms as above, and we just need to take into account the
transformation of the Lorentz index, e.g.

V µ → V ′µ

where
V ′µ(x′) = ΛµνV

ν(x). (3.2)

Additional Remark 3.1.1 . Technically speaking we should write

V ′µ(x′) = D[Λ]µνV
ν(x),

where D is the representation of the Lorentz group that V µ(x) transforms in. In the above
we have just used the fundamental representation, as this is the representation for 4-vectors.

3.1.2 Adding Dilatations

Ok so we know how the fields transform under the Lorentz subgroup of our conformal group.
We now need to ask how our dilatations act. Recall that these are "scalings" and so anything
that has dimension will be effected by these. That is, even the fundamental scalar fields will
transform non-trivially. To be more clear, recall that

S =

∫
ddx (∂µφ)2 =⇒ [φ] =

d− 2

2
.

and so our scalar fields are effected by dilatations. The question we want to ask is "how are
they effected?" Well recall that natural units (c = 1 = ~) are defined by mass dimensions,
and it follows from Einstein’s little equation E = mc2, that in natural units [E] = [m]. Then
from Heisenberg uncertainty that [E] = −[t], and so spacetime lengths and mass will scale
oppositely. That is things with positive mass dimensions "shrink" when we use a dilatation
to "zoom in". We summarise this with the following definition.
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Definition. [Dilatation Weight] The dilatation weight (or just weight), ∆, is defined to
equal to the mass dimension.

For clarity, the dilatation weight of our scalar field above is

∆φ =

(
d− 2

2

)
.

So if we use a dilatation of the form

xµ → x′µ = λxµ, λ ∈ R (3.3)

we have
φ′(x′) = λ−

(
d−2

2

)
φ(x), (3.4)

where the prefactor is coming from the fact that φ has mass dimensions and [m] = [x−1] = −[x]
and so scales with the negative power.

More generally, all local fields have a dilatation weight, and scale under the dilatation
Equation (3.3) as

φ′(x′) = λ−∆φ(x). (3.5)

Additional Remark 3.1.2 . Note the above formula makes sense; it is just the dilatation equiv-
alent of including a term for non-trivial Lorentz transformations, as in Equation (3.2). The
equivalent of the trivial representation (i.e. a Lorentz scalar) is simply ∆ = 0, which gives us
precisely φ′(x′) = φ(x).

3.2 Primary Fields

All we have left to add are the special conformal transformations, however here we just
summarise how a scalar field transforms under a general conformal transformation. The first
type of field we consider are so-called scalar primary fields.

Definition. [Primary Field] A scalar primary field, φ(x), with weight ∆, transforms under
a general conformal transformation as

φ′(x′) = Ω−∆(x)φ(x), (3.6)

where Ω(x) is a general conformal transformation.

Infinitesimally we can write Equation (3.6) as

δφ(x) = −κ(x)∆φ(x)− ξµ∂µφ(x),

where the second term comes from the fact that we have shifted the coordinates.
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Exercise

Use this definition to show that a scalar primary field transforms under special confor-
mal transformations as

φ(x) =
φ(x′)

(1 + 2bµxµ + b2x2)∆
. (3.7)

Ok that’s scalar primaries, but what about non-scalar primaries? Well non-scalar pri-
maries carry some form of Lorentz index (e.g. µ if it is in the vector representation or α if it
is in the spinor representation). In order to account for all of these we shall denote a general
index by I,5 J etc. All we have to do, then, is account for the transformation of the Lorentz
indices, so our non-scalar primary field transforms (infinitesimally) as

δφ∆,I(x) = −κ(x)∆φ∆,I(x)− ξµ(x)∂µφ∆,I(x) + ρµν(Sνµ)I
Jφ∆,J(x),

where we have used

κ(x) = σ − 2b · x
ρµν = ωµν + 2(bµxν − xµbν)

ξµ(x) = aµ + ωµνx
ν + σxµ + bµx2 − 2b · xxµ

and Sµν is the appropriate matrix for the Lorentz representation in question6

Now of course, by taking coefficients of aµ, bµ, σ, ωµν , we get the action of Pµ,Kµ, D, Lµν
(respectively) on conformal primary fields, the results are set as an exercise now.

Exercise

Use the above to show that

δPµ = −∂µ
δKµ = 2xµ∆− (x2∂µ − 2xµx

ν∂ν) + 4(xνS
ν
µ)

δD = −(∆ + xµ∂µ
)

δLµν = xν∂µ − xµ∂ν + Sνµ

(3.8)

3.3 Descendants

So far we have only discussed what we called primary fields. Of course we do not expect these
to be the only types of fields in a CFT, and indeed they are not. There is another important
type of field known as descendants, however in order to show where they come from we need
to introduce some subtle points.7

5Not to be confused with the I for inversions.
6For example for spinors Sµν = 1

4
[γµ, γν ].

7The arguments made here are based off the ones made in Simmons-Duffin, [1602.07982]. So see there for
more details.
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3.3.1 Charges*

Recall from a canonical QFT course that for every conserved Noether current we can construct
a conserved charge. For example, spacetime translations, Pµ = ∂µ, give rise to the stress8

tensor Tµν . We can extend this to a more general statement.

Proposition 3.3.1. For a QFT (need not be a CFT) with well-defined stress tesnor, any
Killing vector field — that is a ξ = ξµ(x)∂µ obeying Equation (2.3) — has a conserved charge
given by

Qξ(Σ) = −
∮

Σ
dSµ ξν(x)Tµν(x), (3.9)

where Σ is the surface we integrate over with boundary S.

Proof. Simply take the derivative:9

∂µQξ ∼ ∂µ
(
ξν(x)Tµν(x)

)
=
(
∂µξν(x)

)
Tµν(x) + ξν(x)∂µT

µν(x)

=
1

2

(
∂µξν + ∂νξµ

)
Tµν

= 0

where we have used ∂µTµν = 0 and the symmetry condition Tµν = T νµ.

As we said, this is true for QFTs outside CFTs. As we will show shortly, it turns out that
in a CFT the stress tensor is traceless.10 It follows from this and the proof above that we can
relax our condition to give the following Lemma.

Lemma 3.3.2. For a CFT a conformal Killing vector ξ has an associated conserved charge
given by Equation (3.9).

Exercise

Prove this Lemma. Hint: Just take the above proof and recall Equation (2.2).

Remark 3.3.3 . Note that Equation (3.9) reduces to what we’re familiar from in canonical
QFT. There we take our slices to be equal time slices, so our boundary dSµ points ‘in time’
and our Σ is a spatial slice. So our formula reduces to

Qξ =

∫
d3x ξν(x)T 0ν(x),

where the minus sign goes because we work in the signature (−,+,+,+) in QFT.
8It is likely I will change between saying stress/energy-momentum/stress-energy/other-similar-

combinations tensor, so keep on your toes!
9We drop all the integral etc to reduce notation.

10Foreshadowing to a remark that is to come, there are caveats to this.
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Why are we talking about all this? Well it allows us to define conserved charges associated
to our conformal Killing vectors Pµ,Kµ, D and Lµν . We shall adopt the notation of using a
tilde to indicate the corresponding conserved charge,11 that is

P̃µ := QPµ

etc. However if we want to remain general (i.e. consider any of the conformal Killing vectors)
we sill stick to the notation Qξi where i is meant to label whether we have Pµ or Kµ etc.

Now there is a highly non-intuitive result that we can show

Proposition 3.3.4. The commutators between our conformal charges satisfy

[Qξi , Qξj ] = Q−[ξ1,ξ2]. (3.10)

Proof. It is the minus sign that is highly non-trivial, so let’s outline how you get it here. The
first step is magically pull a relation out of the air

[Qξi , T
µν ] = ξρi ∂ρT

µν + ∂ρξ
ρ
i T

µν − ∂ρξµi T
ρν + ∂νξiρT

ρµ.

We do not prove this here but simply refer readers to Exercise 3.3. of Simmons-Duffin. Ok
taking this formula as given let’s try and prove Equation (3.10). The key point is to remember
that the charges come as integrals and so the derivatives that will appear in the magic formula
above will be with respect to different things. That is we have, for example,

Qξi = −
∮
dSµ ξiν(x)Tµν(x)

and
Qξj = −

∮
dSµ ξjν(y)Tµν(y).

Now we use the Jacobi identity (which our charges inherit from the Lie algebra) to write[
Qξi , [Qξj , T

µν ]
]
−
[
Qξj , [Qξi , T

µν ]
]

=
[
[Qξi , Qξj ], T

µν
]
.

The idea is to expand the left-hand side out and then compare the result to our magic
formula to deduce the commutation relation. Let’s consider just the first term: we do the
inner commutator first to give us[

Qξi , [Qξj , T
µν ]
]

=
[
Qξi , ξ

ρ
j ∂ρT

µν + ∂ρξ
ρ
jT

µν − ∂ρξµj T
ρν + ∂νξjρT

ρµ
]

= ξρj ∂ρ[Qξi , T
µν ] + ∂ρξ

ρ
j [Qξi , T

µν ]− ∂ρξµj [Qξi , T
ρν ] + ∂νξjρ[Qξi , T

ρµ],

where the second line follows from the linearity of the commutator bracket and the comment
we made above about the derivatives being w.r.t. different variables. To avoid any confusion,
what we mean is that the derivatives appearing in the above expression are w.r.t y whereas
Qξi is a function of x and so we can freely take the derivatives outside.

Hopefully it is clear from here12 how you continue the calculation and how it results in a
left-hand side which implies Equation (3.10), so we finish the proof here.

11Note this is different to Simmons-Duffin’s notation where a lower case letter indicates the vector field
while a capital letter is used to denote the charge. We have already been using capital letters for the vector
fields, so I’ve decided to adopt a tilde notation. Of course this is just notation and so does not mean anything
itself, but this footnote is just for cross comparisons.

12As otherwise it’s a lot of writing for me...
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Remark 3.3.5 . It turns out that the magic formula we quoted above is only true in d ≥ 3, so
again our 2-dimensional CFT is special. However for what we’re going to use these results for
here this doesn’t matter as we have another way to deal with it in 2-dimensions.

We now introduce a new notation

[Qξi , Qξj ] = −[̃ξi, ξj ] (3.11)

so that, for example,
[K̃µ, D̃] = − ˜[Kµ, D] = K̃µ. (3.12)

Again this is a highly non-trivial result and essentially corresponds to saying that we have to
swap the signs everywhere in our previous generator commutation relations, Equation (2.9).

Taking the commutators of charges (tilded letters) differs from the commutators of
vector fields (no tilde) by a minus sign, as in Equation (3.12). We therefore have to

put minus signs on the right-hand side of Equation (2.9) when considering the
charges.

3.3.2 Descendant Fields*

Ok why are we bothering to do all of this? Well it allows us to get a different definition of a
primary field, which in turn will allow us to define descendant fields. The first thing we note
is that if we take our local operator to be at x = 0, then our dilatation operator acts as

Dφ(0) = −∆φ(0),

which is easily seen from Equation (3.8). We are ultimately interested in the quantum theory
where the local fields φ become local operators Oφ. The action of a charge on the local
operator is given by the commutator, e.g.

[D̃,Oφ(0)] = ∆Oφ(0).

We now adopt a new notation for the action of the charges on the fields by simply dropping
the commutator brackets, i.e. we define

QξiO(x) := [Qξi ,O(x)].

We extend this to nested commutators,

QξjQξiO(x) :=
[
Qξj , [Qξi ,O(x)]

]
.

Now using this notation we can finally obtain the result we’ve been driving at. Consider
the following (the subscript ∆ is to label the weight of our operator)

D̃K̃µO∆(0) =
(
K̃µD̃ + [D̃, K̃µ]

)
O∆(0)

=
(
∆− 1

)
K̃µO∆(0),
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where we have made use of Equation (3.12). This tells us that K̃µO∆ has dilatation weight
(∆−1). In other words we can view K̃µ as a lowering operator for the weight. Now any phys-
ically reasonable theory will have a lower bound on the dilatation weight of a field/operator,
and so it follows that there must exist an operator such that

D̃O(0) = 0.

This is what we can take as the definition of a primary operator, which we can relate to a
definition of a primary field which we state now.

Definition. [Primary Operator] A primary operator of a given representation is an oper-
ator with the lowest dilatation weight in that representation of the conformal algebra.

Armed with this definition we can (finally!) explain descendant fields. Recall that the
dilation weight is equal to the mass dimension. What we therefore want is something that
raises the mass dimension of a field. Well the partial derivative has [∂] = +1 and so it follows
that the dilatation weight of ∂φ is (∆ + 1). We generate derivatives using the momentum
operator, and so we can define our descendant operators accordingly.

Definition. [Descendant Operator] Let O∆ be a local primary operator of weight ∆. Then
the set

DO := {P̃µ1P̃µ2 ...P̃µnO∆ |n ∈ N}

are the descendant local operators associated toO. A sum of such terms is also a descendant
operator.

We can of course translate this into a definition of descendant fields via the action of the
un-tilded Pµs on φ(x).

A descendant field is given by a linear combination of primary fields and their
derivatives.

3.3.3 Examples Of Fields

Let’s give some examples of primary and descendant fields now. We shall use a free, complex,
massless scalar field theory,

S =

∫
ddx ∂µφ∂

µφ̄

as our starting point. Our discussions above tell us that:
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Field Primary Or Descendant Weight

φ(x) Primary ∆

φn(x) Primary n∆

∂µφ(x) Descendant ∆ + 1

φ(x)∂µφ(x) Descendant 2∆ + 1

φ(x)∂µφ̄(x) + φ̄(x)∂µφ(x) Descendant 2∆ + 1

φ(x)∂µφ̄(x)− φ̄(x)∂µφ(x) Descendant 2∆ + 1

Remark 3.3.6 . Note that the 4th and 5th examples are descendants as they are, respectively,

∂µφ
2(x) and ∂µ

(
φ̄(x)φ(x)

)
Exercise

Prove the above primaries are indeed primary and check their weights. That is check
that δKν and δD are correct for primary. For the last one you will need (for this case)
that.

(Sνµ)ρ
σ =

1

2

(
− δνρδσµ + δνµδ

σ
ρ

)
Hint: You start by assuming that φ(x) and φ(x) is a primary. To be clear, we show δD
for φn(x) here:

δD
(
φn(x)

)
= nφn−1δDφ(x) = −nφn−1

(
∆ + xµ∂µ

)
φ(x) = −

(
n∆ + xµ∂µ

)
φn(x),

which is an operator of dimension n∆.

3.4 Stress-Energy Tensor

Now we have already made serious use of the stress-energy tensor above in deriving descendant
operators, but we haven’t actually talked about the existence of Tµν in a CFT. It turns out
that every CFT has a well defined stress-energy tensor. Indeed we have seen that the stress-
energy tensor actually generates the conformal transformations themselves via Equation (3.9).

So how do we define the stress-energy tensor in a CFT? Well if we have a theory with a
Lagrangian, we start by coupling the theory to gravity, which is accomplished via

S =

∫
d4x(∂φ)2 →

∫
d4x
√
−g∇µφ∇νφgµν ,

which should be familiar from a GR course. We then proceed exactly as in GR: we take the
variation w.r.t. the metric gµν to obtain

δS = −1

2

∫
dDx
√
−gTµνδgµν ,
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or

Tµν := − 2√
−g

δS

δgµν
(3.13)

What properties does the stress-energy tensor have?

1. Because it is coupled to gravity, we have diffeomorphism invariance13 which implies
∂µT

µν = 0, which is a conservation equation. Note this is a specialisation to flat space,
as otherwise we need a covariant derivative. However it is true for any theory in flat
space.

2. We also have Weyl invariance, which tells us that δS = 0 under δgµν = κηµν which
implies Tµνηµν = Tµµ = 0, so it is traceless. This is not true for a non-CFT, so we can
sort of see this as a defining property of a CFT.

3. We can use the stress energy tensor to construct all the Noether currents associated with
conformal symmetries. In this sense we can say that the stress-energy tensor generates
our conformal field theories.

Additional Remark 3.4.1 . Condition 2 is only true classically. It turns out that in even di-
mensional CFTs, upon quantisation the trace of the stress-energy tensor is some constant
times terms that depend on the curvature, e.g. the Ricci scalar. These are known as Weyl
anomalies. We are working in flat space in this course, though, so these Weyl anomolies will
not bother us.

13Namely δS = 0 under δgµν = ∂(µεν). We can see this is a translation by plugging x′µ = xµ + εµ into
Equation (2.1).



4 | Ward Identity & Correlation Func-
tions

So far we have been able to categorise all the fields (and their associated operators) in our
d > 2 CFT. However we know that in QFT it is important to also know about the correlation
functions for the fields. As we said earlier, if we know all the operators and all the corre-
sponding correlators then we say was have ‘solved’ the theory, in the sense that we can use
that information to obtain anything we want to know about the CFT. Before looking at the
correlators, let’s just recap what we have seen as it will be useful going forward.

4.1 Ward Identities*

We have seen that in the quantum theory, where our local fields become local operators acting
on some Hilbert space, and we can implement the conformal transformations via commutators
of the charges and operators. We recall that when we do this we pick up an additional minus
sign compared to the differential operator case. In other words, we have

[Qξi ,O(x)] = −δξiO(x)

where the δξis are given by Equation (3.8). For example we have

[D̃,O(x)] = (∆ + xµ∂µ)O(x) and [P̃µ,O(x)] = ∂µO(x),

etc.
Why are we repeating this? Well now let’s consider a correlation function with our charges

inserted. For concreteness we shall use P̃µ

〈P̃µ(Σ)O(x)〉,

where we have explicitly reinserted the boundary Σ. Now correlation functions come time
ordered, which we need to account for. Now our Σ is the boundary of some surface in our
spacetime, and so we really need to account for the fact that it ‘spans some time period’.
Let’s take Σ1,Σ2 to be spatial slices at times t1 < t < t2, where t = x0 is the time of our local
operator. Now with Equation (3.9) in mind we take the orientation of these spatial surfaces
to be opposite; that is our charges are the boundary of some surface and the dSµ appearing
in Equation (3.9) always points out of this surface. Another way to think of this is to imagine
picking Σ so that it stretches really far in the spatial direction, then in the local picture it
gives spatial slices with different orientations, as illustrated below.

22



CHAPTER 4. WARD IDENTITY & CORRELATION FUNCTIONS 23

O(x)
Local O(x)

We therefore have two terms

〈T
{(
P̃µ(Σ2)− P̃µ(Σ1)

)
O(x)

}
〉

which using the time ordering gives us a commutator

〈[P̃µ,O(x)]〉 = 〈∂µO(x)〉 = ∂µ〈O(x)〉.

It is important to notice that this result comes from the fact that t1 < t < t2, or equivalently
that O(x) lies within our Σ. It is hopefully clear that we will get this result regardless of how
we choose our spatial slices; that is O(x) is always contained within the boundary and so we
will always get a commutator.

We can now extend this argument to the case when we have more then one operator
inserted within our Σ. Here we will get the sum of commutators. That is, let’s assume that
the first i operators, {O1(x1), ...,Oi(xi)}, lie within Σ, then we get

〈T {P̃µ(Σ)O1(x1)...Oi(xi)...On(xn)}〉 = 〈
[
P̃µ(Σ),O1(x1)...Oi(xi)

]
Oi+1...On(xn)}〉

= 〈
([
P̃µ(Σ),O1(x1)

]
O2(x2)...Oi(xi)

+O1(x1)
[
P̃µ(Σ),O2(x2)

]
O3(x3)...Oi(xi) + ...

+O1(x1)...Oi−1(xi−1)
[
P̃µ(Σ),Oi(xi)

])
Oi+1...On(xn)}〉

=
(
∂µ1 + ...+ ∂µi

)
〈O1(x1)...On(xn)〉,

where we have used the commutator result

[A,BC] = [A,B]C +B[A,C]

repeatedly to get the sums on the second line. The derivatives are meant to be understood
with the mantra that they only act on the relevant fields, i.e. ∂νi only acts on Oi(xi) and none
of the others. For even more clarity, we could imagine labelling the different xis as {x, y, z, ...}
and then our derivatives would be ∂

∂x ,
∂
∂y etc.

Now if we recall that our charges are given by integrals over the stress-energy tensor we
can reverse engineer1 this result to arrive at the Ward identity.

∂µ〈Tµν(x)O1(x1)...On(xn)〉 = −
∑
i

δ(4)(x− xi)∂νi 〈O1(x1)...On(xn)〉. (4.1)

Let’s just check this makes sense. Integrating both sides over the region Σ is the boundary
of: the derivative on the left-hand side can be removed using Stoke’s theorem, leaving us with

1I say reverse engineer because Simmons-Duffin obtains the above result from the Ward identity.
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the integral over Σ as needed for the charge; on the right-hand side the delta functions give
us a sum of partial actions. The minus sign on the right-hand side is just included to account
for the minus in Equation (3.9).

The above was derived using the momentum charge, but we can extend it to the others
by simply including the ξν contractions, i.e.

∂µ〈ξν(x)Tµν(x)O1(x1)...On(xn)〉 = −
∑
i

δ(4)(x− xi)∂νi 〈ξν(x)O1(x1)...On(xn)〉,

which we can rewrite as

∂µ〈ξν(x)Tµν(x)O1(x1)...On(xn)〉 =
∑
i

δ(4)(x− xi)〈O1(x1)...δξOi(xi)...On(xn)〉. (4.2)

We did all this so that we could draw the following conclusion: in terms of transformations
of correlation functions, all that matters is whether the operator is contained within the Σ
region or not. This corresponds to the current (i.e. Tµν) having common support to the local
operators, when it does the delta function in Equation (4.1) is hit and we pick up a term.
Such terms are known as contact terms, for intuitive reasons.

There’s a nice result we can get from this. Let’s consider the case when Σ encloses all the
operators. Then our time ordering gives us the commutator as

〈T {Qξi(Σ)O1(x1)...On(xn)}〉 = 〈[Qξi(Σ),O1(x1)...On(xn)]〉
= 〈Qξi(Σ2)O1(x1)...On(xn)〉 − 〈O1(x1)...On(xn)Qξi(Σ1)〉.

Now it turns out to be true2 that all the conformal charges annihilate the vacuum both as a
left and right action, i.e. 〈0|Qξi = 0 = Qξi |0〉, and so the above result just vanishes. However
we could equally expand the commutator out as

[Qξi(Σ),O1(x1)...On(xn)] = [Qξi(Σ),O1(x1)]O2(x2)...On(xn)

+O1[Qξi(Σ),O2(x2)]O3(x3)...On(xn) + ...

+O1(x1)...On−1(xn−1)[Qξi(Σ),On(xn)],

and then using [Qξi(Σ),Oj(xj)] = −δξiO(xj), we get

〈δO1(x1)O2(x2)...On(xn)〉+ ...+ 〈O1(x1)O2(x2)...δOn(xn)〉 = 0.

We can also write this result as the following.

If x 7→ x′ is a quantum symmetry withO 7→ O′, then the correlators of the transformed
operators is equal to the correlator of the untransformed ones. That is

〈O1(x1)...On(xn)〉 = 〈O′1(x1)...O′n(xn)〉, (4.3)

where we note that the xs on the right-hand side are not primed, as otherwise we have
a trivial statement from O(x) = O′(x′).

where we get the above result by considering O′ = O + δO.
2For a reason that will become clearer later.
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4.2 Correlation Functions

As we’ve said a few times, the key objects in a CFT are the local operators, and the key data
defining the CFT are the correlation functions of these local operators. For example

〈O(x1)O(x2)...O(xn)〉 = f(x1, ..., xn)

where f(x1, ..., xn) ∈ C for a given (x1, ..., xn). The important thing to note is that the result
is a function — i.e. there is no information left about the operators themselves on the right-
hand side. This is why we say that once we know the correlation functions we have solved
the theory — we have ‘removed’ all the information about the operators themselves and are
just left with theory specific results.

In principle, if you have a Lagrangian you can compute all the correlation functions essen-
tially via Feynman diagrams. However, in practice this is exceedingly difficult!3 We therefore
want to try find some other way to get the correlation function results. Given that we just
worked out how conformal transformations act on the correlation functions, Equation (4.3),
the obvious question to ask is "does our conformal symmetry tells us anything about them?"
The answer is "yes", and we shall now see what they tell us.

4.2.1 Conformal Constraints

Let’s consider a infinitesimal conformal transformation. We then have

O′(x) = O(x) + δO.

Plugging this into Equation (4.3) we see that the left-hand side will be cancelled by the O(x)
on the right-hand side of the above formula. We are then just left with

〈δO1(x1)O2(x2)...On(xn)〉+ ...+ 〈O1(x1)O2(x2)...δOn(xn)〉 = 0. (4.4)

We therefore have4

(i) Translations, δ = δ
P̃µ

= ∂µ:(
∂

∂xµ1
+

∂

∂xµ2
+ ...+

∂

∂xµn

)
〈O1(x1)...On(xn)〉 = 0.

(ii) Dilatations, δ = δ
D̃

= (xµ∂µ + ∆):(
xµ1∂1µ + xµ2∂2µ + ...+ x3∂3µ + ∆1 + ∆2 + ...∆n

)
〈O1(x1)...On(xn)〉 = 0.

(iii) Special conformal, for primary scalar operators, δ = δ
K̃µ

= −2xµ∆ + (x2∂µ− 2xµx
ν∂ν):[ n∑

i=1

(
2xiµ∆i − (x2

i ∂iµ − 2xiµx
ν
i ∂iν)

)]
〈O1(x1)...On(xn)〉 = 0.

3Besides that, what about theories that don’t have a Lagrangian?
4Note the signs flip compared to Equation (3.8), due to the fact we are considering the charges. Of course

we’re setting it equal to 0 so an overall sign makes no difference.
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We can simplify this by defining5

Kµ = x2
i ∂iµ − 2xiµx

ν
i ∂iν ,

which is the generator of special conformal transformations at xi.

(iv) Lorentz, for primary scalar operators, δ = δ
L̃µν

= −xν∂µ + xµ∂ν :[ n∑
i=1

(
xiµ∂iν − xiν∂iµ

)]
〈O1(x1)...On(xn)〉 = 0.

Remark 4.2.1 . We can, of course, adapt the special conformal and Lorentz ones to non-scalars
by including the ρ terms, which results in including Sµν factors.

We can use these relations to constrain the correlators, which we now do.

4.2.2 2-Point Functions

As always we start with the simplest case, the 2-point function:

〈O1(x1)O2(x2)〉 = f(x1, x2).

Here we will assume scalar operators, but not a great deal changes for other types; you just
need to consider the Lorentz representation too.

Translations

First we impose translation symmetry,

(∂1 + ∂2)f(xµ1 , x
µ
2 ) = 0 =⇒ f(xµ1 , x

µ
2 ) = f

(
(x1 − x2)µ

)
,

where the implication arrow can be seen by taking a change of variables as follows: let
y1 = x1 − x2 and y2 = x2, then by chain rule we have (suppressing indices)

∂1f(y1, y2) =
∂f

∂y1
∂1y1 +

∂f

∂y2
∂1y2 =

∂f

∂y1

and
∂2f(y1, y2) =

∂f

∂y1
∂2y1 +

∂f

∂y2
∂2y2 = − ∂f

∂y1
+
∂f

∂y2
,

adding these together gives us
∂

∂y2
f(y1, y2) = 0 =⇒ f(y1, y2) = f(y1) = f(x1 − x2).

Additional Remark 4.2.2 . Note this result makes perfect sense if we think about the problem
in terms of our Σ picture. In general the operators will be inserted at x1 6= 0 6= x2, however
we can use a translation to move everything such that x1 = 0, say. It is clear from this that
the answer could then only depend on x2. We could equally have shifted everything so that
x2 = 0, and so the result then only depends on x1. It’s not a huge leap to go from here to
seeing that the result only depends on the difference between the two points.

Notation. From now one we shall use the notation x12 := x1 − x2. So we write the above as
f(xµ12).

5Note, no tilde here. This is the vector field Kµ.
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Lorentz

We could proceed similarly to above to see what the Lorentz transformations tells us. However
we can save a bit of time by using the idea of "Lorentz symmetry corresponds to not having
indices left over". We have seen that f is a function of xµ12 and so if we want to remove the
indices we have to make it a function of x2

12 := xµ12(x12)µ.

Additional Remark 4.2.3 . As with the remark above, we can make a diagrammatic argument
here: Lorentz symmetries contains spatial rotations and boosts. The rotations tell us that
our f(xµ12) can’t depend on how ~x12 is orientated relative to the coordinate axes. It follows
from this that it must only depend on the absolute value x2

12.

So we have
f(x1, x2) = f(x2

12) ≡ f(|x1 − x2|2).

Dilatations

Let’s now look at something that is CFT specific.6(
x1 · ∂1 + x2 · ∂2 + ∆1 + ∆2

)
f(x2

12) = 0.

Using the chain rule

∂1µf(x2
12) = 2x12µf

′(x2
12) and ∂2µf(x2

12) = −2x12µf
′(x2

12),

we have

0 =
(
2x1 · x12 − 2x2 · x2

12

)
f ′(x2

12) +
(
∆1 + ∆2)f(x2

12) = 2x2
12f
′(x2

12) + (∆1 + ∆2)f(x2
12).

We can solve this using separation of variables: let x2
12 = x for notational reasons, then we

have
ln f = A+

∆1 + ∆2

2
lnx =⇒ f =

A′

x(∆1+∆2)/2

which we can write as
〈O1(x1)O2(x2)〉 =

C12

|x1 − x2|∆1+∆2
.

Special Conformal

Finally we have special conformal transformations. These give us(
− 2x1µ∆1 − 2x2µ∆2 +K1µ +K2µ

)
f(x2

12) = 0.

Claim 4.2.4 . The following equation holds

(K1µ +K2µ)|x12| = −(x1µ + x2µ)|x12|.
6The Ward identity formula holds for a generic QFT and so the above results also hold there.
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Proof.

(K1µ +K2µ)x2
12 =

(
x2

1∂1µ − 2x1µx
ν
1∂1ν + x2

2∂2µ − 2x2µx
ν
2∂2ν

)
x2

12

=
(
2x2

1(x1 − x2)µ − 4x1µx
ν
1(x1 − x2)ν − 2x2

2(x1 − x2)µ + 4x2µx
ν
2(x1 − x2)ν

= −2x2
1x1µ − 2x2

1x2µ + 4x1µx1 · x2 − 2x2
2x2µ − 2x2

2x1µ + 4x2µx1 · x2

= −2(x1µ + x2µ)(x2
1 − 2x1 · x2 + x2

2)

= −2(x1µ + x2µ)(x1 − x2)2.

Then using the fact that Kµ is a differential operator, if we act on the square root, we just
pull down a factor of a 1/2, which gives us

(K1µ +K2µ)(x2
12)1/2 =

1

2(x2
12)1/2

(K1µ +K2µ)x2
12

which is the result we want.

Exercise

Using this result show that our special conformal transformations give(
− 2x1µ∆1− 2x2µ∆2 +K1µ +K2µ

) C12

|x12|∆1+∆2
= (∆2−∆1)(x1µ−x2µ)

C12

|x12|∆1+∆2
= 0

The conclusion is that we either have C12 = 0 or ∆1 = ∆2.7 To conclude we have

〈O1(x1)O2(x2)〉 =

{
C12

|x1−x2|2∆ if ∆1 = ∆2

0 otherwise.
(4.5)

So we have seen that conformal symmetries fix the 2-point correlators up to a factor C12.
We can even fix this constant by renormalising our fields (and therefore operators) via

O → 1√
C12
O,

which puts a 1 in the numerator of Equation (4.5). This tells us that for a CFT, defining the
space of operators and their dimensions is equivalent to the space of 2 point functions.

4.2.3 3-Point Functions Of Scalar Operators

That’s two-point functions done, next on the list is three-point functions

〈O1(x1)O2(x2)O3(x3)〉 = f(x1, x2, x3).

We proceed similarly to find
7We don’t want to have x1 = x2 here as this would correspond to putting two operators on top of each

other, which is not a nice idea.
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〈O1(x1)O2(x2)O3(x3)〉 =
C123

|x12|∆1+∆2−∆3 |x23|∆2+∆3−∆1 |x13|∆3+∆1−∆2
(4.6)

Remark 4.2.5 . Note that once we have fixed our C12 for the two point functions we cannot
change the C123. That is the three-point functions can only be defined up to C123.

Exercise

Derive Equation (4.6).

4.2.4 4-Point Functions

Next, 4-point functions. Unfortunately, these are no longer fixed by conformal symmetry. This
is not surprising as we expect there to be some point at which our conformal transformations
stop helping us — that is we have a limited number of constraints we can put on the system
and so there has to be a point at which we cannot fully constrain the system anymore.

The result of imposing conformal symmetries is

〈O1(x1)...O4(x4)〉 = f(u, v)
∏
i<j

|xij |
∆1+...+∆4

3
−∆i−∆j

where u, v are the so-called conformal cross-ratios

u :=
|x12||x34|
|x13||x24|

and v :=
|x14||x23|
|x13||x24|

. (4.7)

The big problem is that f is an arbitrary function of u, v. The claim is that the product part∏
i<j

|xij |
∆1+...+∆4

3
−∆i−∆j

satisfies Equation (4.4), from which it follows from this that the cross-ratios are conformally
invariant themselves. In particular they satisfy

(K1µ +K2µ +K3µ +K4µ)u = 0 = (K1µ +K2µ +K3µ +K4µ)v. (4.8)

Exercise

Prove that the conformal cross-ratios are invariant under special conformal transfor-
mations. That is prove Equation (4.8).

Remark 4.2.6 . Note that even though we haven’t fully solved this problem we have taken it
from being a function of 4D variables (the 4 xµs) and reduced it to the dependence on 2
variables.
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4.2.5 Higher Point Functions

When we consider higher point functions we get more and more invariant cross-ratios, and
so any function solves the CFT. This is an obvious problem and we have to resort to other
methods to fix these. In order to do this we need to derive the (several times mentioned)
operator-state correspondence and so-called crossing symmetry.



5 | Radial Quantisation & The State-
Operator Correspondence

5.1 Radial Quantisation

Recall from a canonical QFT course that we tend to quantise the fields on equal time slices,
i.e. we take our (anti)commutators to be equal time (anti)commutators. However this is not
the only slicing we can take. This might sound strange at first but recall that how we choose
to slice the spacetime is essentially arbitrary so there is no reason to assume that equal time
is the only way.1 It turns out for CFTs it is useful to use "equal radial slices" in order to do
our quantisation, and this process is known, unsurprisingly, as radial quantisation.

We can motivate this by first considering the theory on a cylinder. That is we consider a
Euclidean2 CFT on R× SD−1 (the D-dimensional cylinder) instead of on the more common
R1,D−1. We coordinatise our cylinder by using τ for the Euclidean time, R, and n for the
sphere, SD−1. We also choose the coordinates such that we have a unit sphere, i.e. n · n = 1.
We illustrate this below for D = 2.3

τ

n

The metric4 on our cylinder is just

ds2 = dτ2 + dn2

where we have a plus sign for both as we are considering the Euclidean cylinder. For example,
if we had D = 3 then we would have the 2-sphere S2, and our metric would be

ds2 = dτ2 + dθ2 + sin2 θdϕ2.

1In fact if it was then this would be non-Lorentz invariant, as we are giving time ‘more priority’ to space.
2The R here is the Euclidean time.
3As it’s hard to draw 4D and higher objects...
4Technically speaking this is a line element, however we can extract the metric components from it. We

wont be so picky to distinguish between the two in this course (apart from this footnote...)

31
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Now let’s consider a coordinate transformation

τ → r = eτ =⇒ dr

dτ
= eτ = r,

so our metric becomes

ds2 =
dr2

r2
+ dn2 =

1

r2

(
dr2 + r2dn2)

where we notice that the term in brackets is flat space, or Euclidean,5 metric.
So all our coordinate transformation has done is scale the metric by an overall factor.

This is just a Weyl transformation, and so we have shown that there exists a conformal
transformation from

R× SD−1 → RD

with
Ω = r = |x|. (5.1)

Let’s look at the properties of this map.

(i) The infinite past, τ = −∞, is mapped to the origin r = 0.

(ii) Increasing time corresponds to increasing radius. More specifically,

∂

∂τ
→ ∂

∂ ln r
= r

∂

∂r
.

This tells us that equal time quantisation corresponds to equal radius quantisation. We
also see that time ordering corresponds to radial ordering.

(iii) From the above point we see that the energy on the cylinder corresponds to the dilata-
tion weight on the plane. This is because the energy on the cylinder is given by the
Hamiltonian which is given by ∂τ , whereas a dilatation corresponds to scaling the sys-
tem. We have just seen, though, that propagating in time on the cylinder corresponds
to scaling on the plane. This further supports our idea that ∆ weight is given by the
mass dimension (as [E] = [m]).

We summarise the idea in the following diagram.

τ1

τ2
τ → r = eτ

r1

r2

5Not to be confused with Euclidean as in Wick rotate.
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Additional Remark 5.1.1 . Note that, just as spacelike separated operators commute in a
causal Lorentz invariant QFT, we know that operators at the same radius on our flat space
will commute. These two statements are indeed exactly the same, as per the explanations
above.

Additional Remark 5.1.2 . There is another way to understand the mapping from the cylinder
to the plane pictorially, using what is known as stereographic projection. Imagine putting
the cylinder on top of the plane, and then drawing a line from the top of the cylinder6 to
the plane. The point on the cylinder that the line passes through corresponds to point of
intersection on the plane. We can see from this that the infinite past (i.e. bottom of the
cylinder) corresponds to the origin of the plane and increasing time corresponds to increasing
radius on the plane.7

5.1.1 Mapping Of Operators

Ok great, so we have seen how to map into the radial picture, the next thing we need to ask
is "how are the local operators mapped?" Well we have already said that our mapping is just
a conformal transformation with the conformal factor given by Ω = r, Equation (5.1). So
we just plug this into the transformation behaviour of our fields (and therefore operators),
Equation (3.6). For a scalar primary operator we therefore just have

Ocyl(τ, n)→ Oflat(r, n) =
1

r∆
Ocyl(τ, n).

Now we also know from QM that the Hermitian conjugate plays an important role, so
let’s see how that acts. On the cylinder we have

Ocyl(τ, n)† = Ocyl(−τ, n)

where the minus sign comes from our Wick rotation, τ = −it. This concept is called reflection
positivity, it is the Euclidean equivalent to unitarity in the Lorentzian picture.8 We can then
use our radial mapping to see what happens to the local operators on our flat space:

Oflat(r, n)† =

(
1

r∆
Ocyl(τ, n)

)†
=

1

r∆
Ocyl(−τ, n) =

1

r∆

(
1

r

)∆

Oflat

(
1

r
, n

)
Therefore Hermitian conjugation we have

Oflat(r, n)† =
1

r2∆
Oflat

(
1

r
, n

)
. (5.2)

6Which is infinitely far away, but you get the idea.
7To save myself messing with Tikz to get the angles correct, I request you google stereographic projection

for a illustration.
8In general reflection positivity tells us whether our Euclidean picture is just a Wick-rotated version of a

unitary Lorentzian theory or not. That is, given a arbitrary Euclidean theory, there is no reason a priori to
assume the Lorentzian theory you get by ‘counter’ Wick rotating will be unitary. If the Euclidean picture
is reflection positive, then we know the Lorentzian theory is unitary. This is apparently the content of the
Osterwalder-Schrader reconstruction theorem. Note that of course this worked out for us because we got our
Euclidean picture by Wick rotating a unitary Lorentzian theory.
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We now note that this is just the action of an inversion on the operator, i.e. if we act with

I : xµ 7→ xµ

x2

on the operator we will get Equation (5.2).

Claim 5.1.3 . We can use this inversion result to show that

Q†ξi = −QIξiI . (5.3)

Proof. I am not actually sure how to do this. Simmons-Duffin says to consider acting on the
stress-tensor. I tried doing that but couldn’t quite get the correct result. This is a note to
self to remember to try do this later and come back and include it here.

For example, recalling Equation (2.17), we can use Equation (5.3) to deduce that

(K̃µ)† = P̃µ, (5.4)

in radial quantisation.

Additional Remark 5.1.4 . Note that this seems very strange at first. We are used to the
momentum charge being Hermitian in a QFT, however we have essentially just shown that its
Hermitian conjugation is the special conformal charge. The reason for this mismatch is that
the Hilbert space in our radial quantisation picture is different from the Hilbert space of our
Lorentzian system. This is actually not a surprising result as we have quantised differently
and so we expect the resulting Hilbert space to change. Therefore we should really distinguish
between †Cyl and †flat. We won’t make such distinguishes here, but this remark is just included
to clear up potential confusion.

5.2 The State-Operator Correspondence

We are now ready to present the highly non-trivial state-operator correspondence, which is
also called the state-operator map.

Theorem 5.2.1 (State-Operator Correspondence). In a conformal field theory, there
is a one-to-one correspondance, i.e. an isomorphism, between states and local opera-
tors.

Note that we have been very careful to say local everywhere in these notes. This is because
the state-operator map tells us that this correspondence only holds for local operators. In
particular this tells us that the total number of general operators and states do not agree
(indeed this is never the case), but simply that the number of local operators and states
agree. Even with this reduction the state-operator map is still highly-non trivial.

Additional Remark 5.2.2 . Before we go on to present a proof of this correspondence, let’s first
see how non-trivial this result really is. The states of our system live in some Hilbert space
and so we can represent them as n-column matrices. On the other hand, operators act on the
Hilbert space and map us from one element to another. We can therefore represent them as
(n× n) matrices. The state-operator map is telling us that there is an isomorphism between
these two structures. It’s somewhat reasonable to believe we can get a state from a given local
operator, however it is really non-trivial that we can recover a local operator from a state.
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5.2.1 Motivating A Proof

As the name of this section suggests, we do not present a strict proof of the state-operator
here but simply motivate why it’s actually a reasonable result. A more detailed derivation
can be found in Section 4.6 of David Tong’s notes or in Polchinski.

State ⇒ Local Operator

We shall first discuss the more non-trivial step of obtaining a local operator from the state.
First consider states in QM, i.e. 1-particle in 1 spatial dimension. Here states are equiva-

lent to the Schrödinger wavefunction ψ(x, t0) at a particular time. Note that these are defined
across an entire spatial slice, we shall use this idea soon. Now in particular let’s focus on an
initial state, i.e. t0 → −∞, this is given by

ψI(x) := lim
t0→−∞

ψ(x, t0).

In QFTs we don’t normally consider wavefunctions, but there is no reason that we can’t.
Here we don’t have wavefunctions but wavefunctionals, however this is a minor detail and
won’t effect much of the intuition. For simplicity, consider just a single scalar particle (the
generalisation should be clear), then the x in QM becomes ϕ(x, t0) in QFT. That is the
configuration space becomes the space of fields at a particular time. An initial state ψI(x)
becomes a limit of a functional

lim
t0→−∞

Ψ[ϕ(x, t0), t0].

What does this mean? Well, let’s go to radial quantisation where t0 → −∞ becomes r → 0,
giving us

lim
r→0

Ψ[ϕ(r, n), r],

so it is essentially a function of ϕ(x) at x = 0. That is Ψ is a function of ϕ(0), ∂µϕ(0),
∂µ∂νϕ(0) etc, but a function of ϕ(0) etc, is precisely a local operator at x = 0. That is, given
some general state we can obtain a local operator by taking an infinite dilatation ‘backwards’,
i.e. shrink it down to the origin.

This is perhaps still confusing, so let’s think of it more pictorially.9 As we said above, a
state in a QFT corresponds to specifying it’s values on an entire spatial slice. In the cylinder
picture this corresponds to ‘cutting’ the cylinder horizontally. When we take our radial map,
this tells us that states on the flat space are given by equal radial slices. A general state,
then, is just a circle around the origin, with the radius telling us the ‘time’. This is clearly
not local; it’s a whole circle! If we have any hope of producing a local operator we need to
reduce the radius of this circle to a single point. We know how to do this, though: simply
take an infinite dilatation to the origin. This is exactly equivalent to considering the initial
state that propagated to our general state.

9This explanation is based off the one given in Shiraz Minwalla’s string theory course. See section 4.5 of
my notes for more details.
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‘Time’ r ‘Time’ r′ < r ‘Time’ r = 0

Additional Remark 5.2.3 . Note that we have assumed that there are no operators inserted
between the origin and our chosen general state. This is why would could just take an infinite
dilatation to obtain the result at the origin. Of course if there was an operator ‘in the way’
we would have to consider how the operator effects our state. This is not a problem though,
as we can always just choose our initial state to lie inside all operator insertions. The only
problem being if the operator was inserted at the origin itself. This still isn’t a problem as
we have translation invariance, so we can just shift the origin to a point where there are
no operator insertions and go from there. In fact, as we will see shortly, the idea of having
operators inserted within our circle gives us a very powerful result, known as the operator
product expansion.

We can therefore obtain a local operator at the origin for a given state. We can therefore
label our states by their corresponding operator at the origin,

|O〉 := O(0) |0〉 .

We say that the state |O〉 is dual to the operator O.

Definition. [Vacuum] We can define the vacuum to be the state dual to the identity,10

|0〉 := |1〉 . (5.5)

Remark 5.2.4 . We can now see why our conformal charges annihilate the vacuum, as said in
footnote 2 of the last section: the action on the vacuum is given by the commutator with
the identity operator, but everything commutes with the identity operator, and so the result
vanishes.

State ⇐ Local Operator

So we have seen how to relate an operator at the origin to a state, however not all our operators
will be inserted at the origin, so how do we get the states for these operators? That is11

|ψ〉 = O(x) |0〉 =?

The answer is we Taylor expand our operator around the origin,

O(x) = O(0) + xµ∂µO(0) +
1

2
xµxν∂µ∂νO(0) + ...,

11For clarity, O(x) does not mean a function of x, as this would be non-local. Instead it just means O
inserted at the fixed event x.
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so that we conclude
|ψ〉 =

∑
n

1

n!
xµ1 ...xµn |∂µ1 ...∂µnO〉 .

The question then obviously becomes "what is |∂µO〉?" This is actually quite straight
forward: use our state-operator correspondence at the origin to obtain

|∂µO〉 := ∂µO(0) |0〉 = [P̃µ,O(0)] |0〉 = P̃µO(0) |0〉 = P̃µ |O〉 ,

where we have used P̃µ |0〉 = 0. We can therefore obtain a state from the insertion of a local
operator at any x.

We can think of the local operator to state map pictorially as well.12 The idea is that
the area inside our circles represent the evolution of our states. We start with our initial
wavefunctional at the origin and allow it to evolve freely. At some point, x, it comes into
contact with an operator, and this disturbs the free evolution, resulting in some new state,
which then again evolves freely (until it meets another operator). We can then associate the
new state with the operator itself, giving us our duality.

Additional Remark 5.2.5 . Note, as Prof. Tong points out,13 this state from local operator is
not the same idea as using creation/annihilation operators in QFT. They look deceptively
similar algebraically, however creation/annihilation operators are given by taking Fourier
transforms of local fields, and so are completely unlocalised!

5.2.2 Raising & Lowering Operators

Recall that normally in a QFT we label the states by their quantum numbers, e.g. their
momentum and spin. We now want to do a similar thing for our conformal states. As we said
before, in the radial picture the energy corresponds to the dilatation weight, and so we label
our states by their ∆. We can check this is a good thing to do by computing the action of
the dilatation charge explicitly. Consider a general state (i.e. primary or descendant) |O∆〉,
where O∆ is an operator with weight ∆. Then

D̃ |O∆〉 = D̃O∆(0) |0〉

=
(
[D̃,O(0)] +O(0)D̃

)
|0〉

= ∆O∆(0) |0〉
=⇒ D |O∆〉 = ∆ |O∆〉 ,

where we used D̃ |0〉 = 0.14 We can therefore label states by their dilatation weight

|O∆〉 ≡ |∆〉 .

12Again see my notes on Shiraz Minwalla’s string theory course for more details.
13See page 100-101 of his String Theory notes.
14This makes sense as the vacuum is dual to the identity operator, and the identity doesn’t have a dilatation

weight.
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Exercise

Show that
D̃
(
P̃µ |O〉

)
= (∆ + 1)P̃µ |O〉 ,

as well as
D̃
(
K̃µ |O〉

)
= (∆− 1)K̃µ |O〉 .

These results tell us that P̃µ/K̃µ are like raising/lowering operators for dilatation
weight. Hint: Rewrite in terms of commutators, and recall we are at the origin, x = 0.

Additional Remark 5.2.6 . We have essentially already shown the result of the above exericse
in Section 3.3.2. The excerise is included for non-asterisk self contained-ness.

So we have seen that P̃µ and K̃µ act on the states of our Hilbert space as

|∆〉 P̃µ−→ |∆ + 1〉 P̃µ−→ |∆ + 2〉 ...

and

|∆〉 K̃µ−→ |∆− 1〉 K̃µ−→ |∆− 2〉 ...,

which is exactly how raising/lowering operators act. Note this is also consistent with Equa-
tion (5.4), i.e. the dagger of the lowering operator is the raising operator. Note from here we
see that we can define primary states as follows.

Definition. [Primary State] A state |∆〉 ≡ |O∆〉 is a primary state if it is annihilated by
K̃µ.

We then define descendent states similarly.

5.3 2-Point Function Again

Recall that our two point functions of primary operators were given by

〈0| O1(x)O2(y) |0〉 =

{
C12

|x1−x2|2∆ if ∆1 = ∆2 = ∆

0 otherwise,

where we have written the bra-kets explicitly for comparison of what follows. We can use
this to show that C12 is just given by the overlap of our operators inserted at the origin,
i.e. the overlap of the dual initial wavefunctionals. The first thing we note is that the
overlap vanishes unless ∆1 = ∆2, as states with different dilatation weight are given by
raising/lowering operators. Now it turns out we can diagonalise our Hilbert space such that
the inner product of two operators (i.e. the 2-point function) is orthogonal. That is if O1 6= O2

are two operators of weight ∆,15

〈O1(x)O2(y)〉 = 0.

15Note this is not the same thing as saying we only have one operator of weight ∆, but just that the 2-point
function vanishes.
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It follows from this that the "otherwise" condition is already met.
The initial overlap is given by

〈O∆1 |O∆2〉 = lim
r→0

lim
u→∞

u2∆1 〈0| O∆1(u, n1)O∆2(r, n2) |0〉

where we have used the definition of the Hermitian and the substitution u = 1/r1 in the first
term. We then plug in the two-point function result above to get

〈O∆1 |O∆2〉 = lim
r→0

lim
u→∞

u2∆1

{
C12

|x1−x2|2∆ if ∆1 = ∆2 = ∆

0 otherwise.

Here we have
(x1 − x2)µ = unµ1 − rn

µ
2
r→0−→ unµ1

and therefore
(x1 − x2)2 r→0−→ u2

so
〈O∆|O∆〉 = lim

u→∞
u2∆C12

u2∆
= C12.

We can use this result to cross check our result with what we would have got for the
overlap purely algebraically. This calculation is left as the following exercise.

Exercise

Given the standard evolution relation

O(x) = ex·P̃O(0)e−x·P̃

show that
〈ψ1|ψ2〉 = u2∆ 〈O| exp

(
u2x1 · K̃

)
exp

(
x2 · P̃

)
|O〉 ,

where |ψi〉 := O(xi) |0〉, and u := 1/x1. Hint: Recall Equation (5.4) and the fact that
the conformal charges annihilate the vacuum.

We can use the result of this exercise to check the two agree. We do this by Taylor
expanding the exponentials and using the fact that our states are primary, i.e. K̃µ |O〉 = 0 =
〈O| P̃µ with the second following from taking a Hermitian conjugation. The first few terms
in the expansion are then

〈ψ1|ψ2〉 ≈ u2∆
(
〈O|O〉+ u2xµ1x

ν
2 〈O| K̃µP̃ν |O〉

)
= u2∆

(
C12 + u2xµ1x

ν
2 〈O| [K̃µ, P̃ν ] |O〉

)
= u2∆

(
C12 + u2xµ1x

ν
2 〈O|

(
2ηµνD̃ − 2L̃µν

)
|O〉

)
= u2∆

(
C12 + 2∆u2x1 · x2 〈O|O〉

)
= x−2∆

1 C12

(
1 + 2∆

x1 · x2

x2
1

)
,
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where we have used the fact that we are considering a scalar primary to drop the L̃µν .16 This
result agrees exactly with the first few terms in the expansion of

〈O(x1)|O(x2)〉 =
C12

|x1 − x2|2∆
= x−2∆

1

C12

|1− x2
x1
|2∆

.

Exercise

Prove that the 3-point function coefficient C123 of three scalar operators of dimensions
∆1, ∆2 and ∆3 is equal to sandwiching O∆2(1̂) in between 〈O∆1 | and |O∆3〉 where
1̂ = (1, 0, 0, ...). That is show

〈O∆1 | O∆2(1̂) |O∆3〉 .

Hint: Start the same as above by taking the limits on the arguments of O∆1 and O∆2

and use the known 3-point function result.

5.4 Operator Product Expansion (OPE)

There is a very powerful consequence of the state-operator correspondance, it is known as the
operator product expansion (OPE).

Lemma 5.4.1. In a CFT, we can write the product of two local operators at different points
as a sum of local operators (both primaries and descendants) at one point. In particular,
labelling our given local operators with Φs,

Φ∆1(x)Φ∆2(0) =
∑

primary ops.

CΦ1Φ2OCO(x, ∂y)O(y)
∣∣
y=0

(5.6)

where CO(x, ∂y) is a power series in ∂y which generates our descendants, and CΦ1Φ2O is a
theory dependent prefactor, known as OPE coefficients.

The important point to note is that the series in Equation (5.6) is convergent (provided
there is no other operators between 0 and x).

Remark 5.4.2 . The power series, CO(x, ∂y)O(y), are a purely kinematical thing and only
depends on the representation of the theory. The OPE coefficients, CΦ1Φ2O, however are
theory dependent and so allow us to distinguish the different CFTs.

We can understand the idea of an OPE using our pictorial approach to the state-operator
correspondence. Let’s imagine the two local operators within one of our state circles. We can
view this state as being produced by some initial state being altered by the two operators in
turn. However we could ‘forget’ about these operators and instead assume that our state was
produced by a single operator at the origin, by the state ⇒ operator map. Now of course its
highly unlikely that a single primary operator at the origin will give us the state we want,
however we know that we can always express a general state in our Hilbert space as a sum
over a basis, which is what the right-hand side of Equation (5.6) corresponds to.

16This is because L̃µν |O〉 = Sµν |0〉.
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×
Φ1

×
Φ2

|ψ〉

×
O|ψ〉

Note that in the above picture we have taken the two Φs to be away from the origin
whereas Equation (5.6) has Φ2 at the origin. This is obviously not a problem as we can go
between the two by a translation.

Additional Remark 5.4.3 . The idea of an OPE is actually useful in other, non-CFT, QFTs.
However there it is only an approximate statement and requires the separation of the two
operators to be smaller than the distance between these operators and other operators. That
is, if Φ1 is at x1 and Φ2 is at x2, the other operator insertions in our correlator have to be
more than |x1 − x2| away from Φ1/Φ2. For CFTs, though, our OPE is exact and we just
require that the other operator insertions are outside our state circle.

Why is the OPE so useful? Well recall that we said that n-point correlators for n ≥ 4
aren’t fully constrained by our conformal symmetries, but the 2-point and 3-point functions
were. The OPE allows us to reduce any n-point function to an (n− 1)-point function as

〈O1O2....On−1On〉 =
∑
O′

COn−1OnO′CO′(x, ∂y)〈O1O2...On−2O′〉.

The idea is to reduce all higher point functions down to 3-point functions weighted by the
OPE coefficients.

So how can we compute CO(x, ∂y)? Well firstly we simplify our lives by assuming that
all the operators in our OPE are scalars. Of course this need not be the case as both the
Φs and Os could be in non-trivial Lorentz representations, i.e. Equation (5.6) could have
indices everywhere. We will also work with one of the operators inserted at the origin, as
with Equation (5.6).

Ok, now consider the 3-point function

〈Φ1(x)Φ2(0)Φ3(z)〉.

Plugging in the OPE for Φ1(x)Φ2(0), we get∑
CΦ1Φ2OCO(x, ∂y)〈O(y)|y=0Φ3(x)〉

but we know what both these expressions are (up to a constant). That is we know the general
solution to a 2-point function and 3-point function.

Now recall that the two-point function is only non-zero when the two operators have the
same dilatation weight. Also recall that we can pick a basis where any two operators with the
same dilatation weight are orthogonal. We therefore conclude that the two-point function is
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only non-vanishing if the two operators are exactly the same. Finally, assume we normalised
the operators so that

〈O(y)Φ3(z)〉 =

{
1

|y−z|2∆3
Φ3 = O

0 otherwise,

that is we have set C12 = 1. We shall now assume that Φx = O and assume the "otherwise"
case is understood implicitly.

Then recalling the 3-point function result, Equation (4.6), we have

CΦ1Φ2Φ3

|x|∆1+∆2−∆3 |z|∆2+∆3−∆1 |x− z|∆1+∆3−∆2
= CΦ1Φ3Φ3CΦ3(x, ∂y)

1

|y − z|2∆3

∣∣∣∣
y=0

. (5.7)

Now identifying CΦ1Φ2Φ3 with the 3-point coefficient,17 this factors out. Expanding both sides
in x allows us to determine CΦ3(x, ∂y) term by term. The left-hand side is

1

|x|∆1+∆2−∆3 |z|∆2+∆3−∆1 |z|∆1+∆3−∆2
=

1

|x|∆1+∆2−∆3 |z|2∆3

which, upon comparing with right-hand side, we conclude that the leading term (as x→ 0) is

C∆3(x, ∂y) =
1

|x|∆1+∆2−∆3
.

Exercise

Use Equation (5.7) to show that, for ∆1 = ∆2 = ∆,

CΦ(x, ∂y) =
1

|x|2∆−∆3

[
1 +

1

2
xµ∂µ + αxµxν∂µ∂ν + βx2∂2 +O(x3)

]
where

α =
∆3 + 2

8(∆3 + 1)
and β = − ∆3

16(∆3 − D
2 + 1)(∆3 + 1)

,

where D is the spacetime dimension.

17That is, the CΦ1Φ2Φ3 on the right-hand side is the OPE coefficient, CΦ1Φ2O. We have used our O = Φ3

condition to get the right-hand side above.



6 | Conformal Blocks & Bootstrap Pro-
gramme

6.1 CFT Data (Summary)

As we have tried to emphasise, any CFT data is characterised by the set local primary
operators {O∆,I}, where I denotes the general Lorentz indices as before, and their correlation
functions. We refer to the set {O∆,I} as the spectrum of local primary operators.

Let’s review what we know so far about the correlation functions.

(i) Two-point functions:

(a) Are fixed up to a normalisation, e.g. for scalars we had 〈O(1)
∆ (x)O(2)

∆ (y)〉 = C12

|x−y|2∆ .

(b) We can normalise the operators, i.e. O(i)
∆ (x)→ O(i)

∆ (x)/
√
A, such that the 2-point

functions are completely fixed.

(c) We can diagonalise our representations by the dilatation weight, i.e. pick a basis
such that two different operators of the same weight are orthogonal.

(ii) Three-point functions:

(a) Are fixed up to a constant C123, e.g. for scalars we have

〈O∆1(x1)O∆2(x2)O∆3(x3)〉 =
C123

|x12|∆1+∆2−∆3 |x23|∆2+∆3−∆1 |x13|∆1+∆3−∆1
.

(b) The constant C123 is set by how we choose to normalise our states, in other words
it is fixed once we renormalise our operators as (i)(b) above.

(iii) Higher point functions:

(a) Can be reduced to three point functions using the OPE.

(b) The terms appearing in the OPE are completely fixed in terms of the three-point
functions.

So we have seen that we can essentially completely categorise a CFT via the above steps.
We therefore make the following definition.

43
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Definition. [CFT Data] We call the set of the of the spectrum and the OPE coefficients
the CFT data. That is

(CFT Data) := {O∆,I , CO1O2O3}. (6.1)

This name is fitting as given this data we can compute any correlation function, and
therefore we have solved the CFT.

6.2 Consistency Conditions On CFT Data

The next question is what kind of CFT data gives a well defined CFT? That is can we just
give any random set and be OK? The answer is, of course, "no" and we have some consistency
conditions.

The first thing we note is that we have completely glazed over unitarity so far. It turns
out that unitarity imposes bounds on the allowed values of ∆ for a given Lorentz rep, for
example for a scalar field we have

∆ ≥ D

2
− 1, (6.2)

apart from identity operator which has ∆ = 0. The bounds for other operator types can be
found in Section 7.3 of Simmons-Duffin.

Remark 6.2.1 . Note that a scalar field saturates this bound. This is easily seen from comput-
ing its mass dimension from the Lagrangian.

Secondly (and more interestingly), let’s consider the 4-point functions

〈Φ1(x1)Φ2(x2)Φ3(x3)Φ4(x4)〉.

We can take an OPE between Φ1(x1)Φ2(x2) and another OPE between Φ3(x3)Φ4(x4) to
obtain

〈Φ1(x1)Φ2(x2)Φ3(x3)Φ4(x4)〉 =
∑
O,O′

C12OC34O′
[
CO(x12, ∂y)CO′(x34, ∂z)〈O(y)O′(z)〉

]
=
∑
O
C12OC34O

[
CO(x12, ∂y)CO(x34, ∂z)〈O(y)O(z)〉

]
where the second line follow from our diagonalisation procedure, i.e. the two point function
is only non-vanishing when O = O′. Now we recall that the bit in square brackets is com-
pletely theory independent, as the CO(x, ∂y) are purely dynamical and only depend on the
representations (i.e. weights) and similarly the two-point function only depends on |y − z|
and weights. We call this square bracketed terms a conformal partial wave or conformal block,
and we shall denote it as

GO(x1, x2, x3, x4) := CO(x12, ∂y)CO(x34, ∂z)〈O(y)O(z)〉

so that
〈Φ1...Φ4〉 =

∑
O
C12OC34OGO(x1, ..., x4).
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This is good, however (as we will indeed shortly do) we could have done the OPE con-
tractions as Φ2Φ3 and Φ1Φ4. This would change our definition of our conformal block to
be1

GO(x1, x2, x3, x4) := CO(x23, ∂y)CO(x14, ∂z)〈O(y)O(z)〉.

We can therefore tweak the definition of our conformal blocks to be

GO(x1, x2, x3, x4) := |xij |∆i+∆j |xk`|∆k+∆`CO(xij , ∂y)CO(xk`, ∂z)〈O(y)O(z)〉 (6.3)

with our 4-point function then given by

〈Φ1...Φ4〉 = Pijk`
∑
O
CijOCk`OGO(x1, x2, x3x4), (6.4)

with
Pijk` := |xij |−(∆i+∆j)|xk`|−(∆k+∆`) (6.5)

This might seem like overkill, however this will come in handy shortly.
We can depict the conformal block pictorially so that our 4-point function is given by

∑
C12OC34O

O

1

2

4

3

O

Now we did the above OPEs in Φ1Φ2 and Φ3Φ4, but we could just have easily done them
for Φ2Φ3 and Φ1Φ4. If we do that we of course get a different conformal block corresponding
to the following diagram

∑
C23OC14O

O

1

2 3

4

O

Of course these two things have to agree (as they are both the 4-point function) and so
we get a constraint between the allowed OPE coefficients {CijO} where i, j = 1, 2, 3, 4. This
relation is known as a crossing symmetry, and it is a very powerful constraint on the allowed
data by placing a constraint on the OPE associativity.

6.3 Conformal Bootstrap

Claim 6.3.1 . Once we impose the 4-point crossing symmetry, there are no new constraints at
higher point functions.

1Bonus exercise, verify that this is true.
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This is a non-trivial result and massively simplifies the study of CFTs. Let’s prove that
it works for the case of a 5-point function. In order to lighten notation, we shall absorb the
OPE coefficients into the diagrams.2 We shall use a • to indicate a point in the diagram that
still needs to OPEd.

Step 1: Do Φ1Φ2 OPE

1

2 3

4

5

=
∑
O

1

2

O

3

4

5

Step 2: Do Φ3Φ4 OPE

∑
O

1

2

O

3

4

5

=
∑
O,O′

1

2

O
5

O′ 4

3

Step 3: Use 4-point crossing symmetry on Φ1Φ2OΦ5O′

∑
O,O′

1

2

O
5

O′ 4

3

=
∑
O′,O′′

1

2

5

O′ 4

3

O′′

Step 4: Use OPE on Φ2O′Φ3Φ4 in reverse

∑
O′,O′′

1

2

5

O′ 4

3

O′′ =
∑
O′′

1 5

2

4

3

O′′

If we then relabel O′′ → O and compare the right-hand side of step 1, we see that crossing
at 5-points follows automatically from crossing at 4-points.

2They can be read off by looking at the vertices.
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Remark 6.3.2 . We did this whole thing under our assumptions that everything was a scalar.
Of course it is possible to extend the idea to operators with spin. We focused on the scalar
case because it is easier in practice.

This above calculation allows us to introduce the following definition for a CFT.3

Definition. [CFT] We define a CFT as the set of data satisfying this OPE associativity.

This leads to what is known as the conformal bootstrap programme, which was used to
completely solve some 2d theories analytically in the 1980s (e.g. so-called minimum models,
i.e. CFTs with a finite number of primaries). In 2008 there was a programme started by
Rychkov known as numerical bootstrap programme in higher dimensions. Here the idea is to
put numerical constraints on the space of theories by examining this crossing equation.

Let’s sketch the idea now.4 First consider the crossing equation for 4 identical scalars of
weight ∆.

∑
C2

ΦΦO
O

Φ

Φ

Φ

Φ

O =
∑

C2
ΦΦO

O

Φ

Φ Φ

Φ

O

It is now that our redefinition Equations (6.3) to (6.5) comes in handy. As we are consid-
ering 4 identical fields our Pijk` factor simply becomes

Pijk` = |xij |∆|xk`|∆.

The reason this is useful is because we note that the two diagrams above correspond to

P1234 = |x12|∆|x34|∆ and P1423 = |x14|∆|x23|∆,

which we can relate to the 4-point cross-ratios, Equation (4.7), as

P1234 = |x13|∆|x24|∆u∆ and P1423 = |x13|∆|x24|∆v∆.

Next note that crossing symmetry is basically the statement that the result is invariant
under 1 ↔ 3 (or 2 ↔ 4), which corresponds exactly to u ↔ v, which is how our two P s are
related. If we then plug all this into Equation (6.4), we see the above equality of diagrams is
equivalent to saying∑

O
C2

ΦΦO
[
u2∆GO(x1, x2, x3, x4)− v2∆GO(x3, x2, x1, x4)

]
= 0

for any u, v.
This is the sort of equation people play around with numerically in order to solve D ≥ 3

CFTs. The obvious question is how does this help in that goal? Well first we notice that
3Multiple people have come to this conclusion, including: Ferrara, Grillo, Gatto, ’73; Polyakov ’74; Mack

’77.
4For more details see Section 10 (in particular Section 10.4) of Simmons-Duffin.
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C2
ΦΦO > 0. This obviously places a constraint on the allowed set of primaries, i.e. the allowed

values of CΦΦO. The idea is to then consider the function in square brackets as a vector, so
we’re asking for a sum of vectors with non-negative coefficients to vanish:∑

cv = 0

with c ≥ 0. The case c = 0 just means every correlator vanishes and so is boring, so we focus
on c > 0. Clearly this has no solutions if all the vectors live on one side of a plane as we
need to cancel stuff. That is, if we want to cancel a sum of the blue and green arrows in the
diagram below we need something like the red arrow.

These vectors themselves are the data you are given in order to try solve the CFT.



Part II

CFT in 2D
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7 | CFT in 2D

We now move on to the discussion of CFTs in 2D. As we have said multiple times throughout
these notes, CFTs in 2-dimensions are conceptually very different from higher dimensional
CFTs. One of the biggest differences, which we will continue to emphasise in this part of the
course, is that in 2D we have an infinite number symmetries. The fact that this is true can
be seen going all the way back to the first exercise, which asked for a derivation of ξµ: during
one step of the calculation you should have got something of the form

(D − 2)∂µ∂νκ = 0, (7.1)

which was used to say that κ was linear in x. However if we set D = 2 then we can have
any function of x. This clearly gives us conceptually different results, which this part of the
course will explain.

Before moving on, it is worth clarifying a fact that might seem backwards at first.1 The
fact that we have more symmetries puts more constraints on the CFT (i.e. more symmetries
need to be obeyed) and so actually gives us a better grasp on the problem.

7.1 Introduction To String Theory

We start this part of the notes with a brief introduction to string theory. We will not go into
much depth of the physics of string theory2 but just use it as a base to study the mathematics
of 2D CFTs.

7.1.1 The Relativistic Particle

The standard way to introduce string theory is to begin by considering the relativistic particle.
In this case we think of the coordinates Xµ as being maps

Xµ : R→ M1,D−1

τ 7→ Xµ(τ),

where M1,D−1 is D-dimensional Minkowski spacetime. This is just the statement that for a
given proper time, τ , we have a given event in Minkowski spacetime. This just gives us the
familiar worldline of the particle.

1At least it took me a while to get my head around this.
2This will be done on the string theory course, of course.

50
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R

Xµ

~x

x0

The action for the relativistic particle in terms of the proper time τ is

S = −m
∫
dτ

√
ẊµẊµ, with Ẋµ :=

∂Xµ

∂τ
. (7.2)

We now stress an important, at first confusing, point. The µ = 0, ..., D − 1 index comes
from the fact our Minkowski spacetime is D dimensional and so we need to specify how the
worldline "lies" in there.3 However our action is just a 1-dimensional QFT and so the µ there
is just viewed as labelling D different scalar fields on our 1D space. That is X1(τ) is just a
scalar field as far as Equation (7.2) is concerned.

Additional Remark 7.1.1 . There is actually a subtle point relating to going from integrating
over coordinate time t to integrating over proper time τ . When we go to proper time, we
"promote" the coordinate time t to a degree of freedom, τ , in order to give a manifestly
Lorentz invariant theory. However t is not a real degree of freedom (you cannot travel in time
as you like), and so really τ is a gauge degree of freedom. This discrimination between a real
degree of freedom and an gauge degree of freedom is tied up in the fact that our action is
reparameterisation invariant τ → τ̃(τ). This basically tells us that τ has no physical meaning.
This point is made here because the same idea applies to the coordinates on the string, where
it is easy to get confused about what’s what. For a bit more detailed discussion of this point,
see the start of Prof. Tong’s string theory notes.4

7.1.2 String Actions

We now want to extend this logic for a free relativistic particle to a free propagating string.
The idea is that instead of having a particle tracing out a worldline, we have a string tracing
out a worldsheet. This string can either be closed (which traces out a cylinder shape) or open
(which just gives a sheet, like a piece of paper). In our discussion of string theory we shall
focus on the closed string.

Our worldsheet is now parameterised using two coordinates; the proper time, τ , and
another which tells us about moving around the sheet. It is standard to label the latter as σ.

3More technically, we need to specify how our embedding is defined.
4Or, shameless plug, the start of my string theory notes on Shiraz Minwalla’s course.
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Our Xµ map then becomes

Xµ : R1,1 → M1,D−1

(τ, σ) 7→ Xµ(τ, σ).

We call the domain and target of this map the "worldsheet" and "target space", respectively.
That is

Worldsheet = R1,1, and Target Space = M1,D−1.

Pictorially, this map acts as follows.

σ

τ
Xµ

~x

x0

τ

σ

Additional Remark 7.1.2 . It is at this point that Additional Remark 7.1.1 becomes important.
As we have done in the diagram above, we often talk about about τ and σ in our Minkowski
spacetime as "going up the string" and "going around the string". However these are the
analogue of the proper time for the worldline and have no physical meaning. What τ and
σ label are the coordinates on the worldsheet (i.e. the left-hand side of the diagram above).
However it is often more intuitive to think of how (τ, σ) live in target space as it gives us an
idea of the worldsheet being the thing on the right-hand side of our figure, but we just defined
the worldsheet to be our R1,1. A bit more technically the thing on the right-hand diagram is
an embedding of the worldsheet into M1,D−1. This is completely analogous to differentiating
between the abstract 2-sphere S2 and the embedding into R3, which is our intuitive notion of
a ball.

We now want to define a QFT around this, and in order to do that we need an action. We
again want to use the particle action, Equation (7.2), as a guiding light. It should be familiar
from a GR course that this action just gives the length of the curve. This is an absolute
property of the worldline, i.e. it doesn’t depend on how we choose to do the embedding. We
therefore try to extend this idea to say that our string action should give us the area of the
worldsheet.

7.1.3 Nambu-Goto Action

The question is "how do we do this?" Well recall from GR that we measure lengths and angles
using the metric. We therefore need some kind of metric on the worldsheet. We do this by
introducing what is known as the induced metric. This is given by

hab = ∂aX
µ∂bXµ, a, b ∈ {1, 2}, (7.3)
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where we have used the fact that our target space is Minkowski and so has the flat metric
ηµν . You obtain this result by considering the pullback of the target space metric onto the
embedding of the worldsheet. We do not go through the details here but refer intrested readers
to Section 1.2 of Prof. Tong’s notes.5

We can use this result to get the following action, known as the Nambu-Goto action.

SNG = − 1

2α′

∫
d2x
√
−det(hab), (7.4)

where the brackets around (hab) tell us to consider the matrix whose entries are given by hab.
The fact that this gives the area can be seen by considering the area of ‘infintesimal tiles’ in a
Euclidean space.6 The α′ appearing in Equation (7.4) is known as the Regge slope, and simple
dimensional analysis tells us [α′] = [L2]. We can relate it to the, more physical, tension of the
string via

1

2πα′
= T.

Remark 7.1.3 . In order to understand how this tension fits in to our pictorial intuition, we
should really think of the strings as a rubber band trying to shrink down to zero radius. The
tension then corresponds to its resistance to being stretched out again.

Exercise

Vary the Nambu-Goto action w.r.t. Xµ to arrive at the equations of motion

∂a
(√
−hhab∂bXµ

)
= 0, (7.5)

where h := det(hab).

Let’s see what symmetries our Nambu-Goto action has.

(i) The spacetime Poincaré generators, Λµν and aµ, are independent of the worldsheet
coordinates,7 so we have spacetime Poincaré symmetry from the fact that the indices
are contracted. This is genuine global symmetry from the worldsheet’s perspective.

(ii) Just as we had the gauge reparameterisation symmetry τ → τ̃(τ) for the worldline,
we have the gauge reparameterisation symmetries τ → τ̃(τ) and σ → σ̃(σ) for the
worldsheet. Again it is important to note that these are conceptually different from the
Poincaré symmetries; they are local gauge symmetries.

Additional Remark 7.1.4 . An important repercussion of the above statements is that the
Poincaré symmetries, being global symmetries, will give rise to Noether currents. However
the gauge symmetries will not.

5Again or 1.3.1 of my notes on Prof. Minwalla’s course.
6Again for more detials see either Prof. Tong’s notes or my notes.
7This is what we mean about µ just labelling the different fields from the worldsheet’s perspective.
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7.1.4 Polyakov Action

This is great, but this is meant to be a CFT course and our action is clearly not a CFT; it
doesn’t have the needed Weyl invariance! Why are we talking about it, then? Well we note
the following "theorem"

Theorem 7.1.5. Square roots nasty things to have in actions, and make quantisation very
hard.8

We would, therefore, like to remove this square root. In order to do that, we invoke a neat
trick that finds use when studying the relativistic particle.9 The idea is that we can rewrite
Equation (7.2) in the following form

S =
1

2

∫
dτ
(
e−1ẊµẊµ − em2

)
,

where e = e(τ) is some new field we introduce. We can make this look more familiar by
switching to notation

e =
√
−γττ ,

so that our action becomes

S =
1

2

∫
dτ
√
−gττ

(
gττ ẊµẊµ +m2

)
gττ := (gττ )−1.

This now looks like we have coupled our scalar fields Xµ(τ) to a 1D gravity, which is where
the name "einbein" comes from.10

Remark 7.1.6 . It would be fair to raise concern about e(τ) having a drastic impact on the
theory. However, as a quick calculation will show, it is completely fixed by the equations of
motion and so we don’t need to panic.

Ok so we want to take this argument and try remove the square root from our Nambu-Goto
action. This gives us what is known as the Polyakov or Brink-DiVecchia-Howe-Deser-Zumino
action.11

SP = − 1

4πα′

∫
d2x
√
−γγab∂aXµ∂bXµ. (7.6)

Our new field here is γab, with inverse γab. We have also used the standard notation γ :=
det(γab). First let’s check this is actually (classically) equivalent to the Nambu-Goto action.
Computing the Euler Lagrangian equations for γ, we find

0 = ∂aX
µ∂bXµ −

1

2
γabγ

cd∂cX
µ∂dXµ = hab −

1

2
γabγ

cdhcd

8This is bascially because in the path integral formulation we get the propagators by rewritting the action
in the form

∫
φAφ, and then take the inverse of this operator to find the propagator (see, e.g., my notes on

Dr. Nabil Iqbal’s QFT II course for more details). This is hard to do for multiple reasons if we have a pesky
square root.

9This presentation is taken, almost directly, from Prof. Tong’s string theory notes.
10In GR we have something called a vierbein.
11It was the latter that discovered the action. It was Polyakov was responsible with understanding how to

manipulate it in a path integral, and so it is normally given by his name.
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which can be manipulated into the form
√
−γγab∂aXµ∂bXµ =

√
−h.

Exercise

Fill in the missing lines in the above calculation. Hint: Recall that det(aM) = a2 detM
for any scalar a and matrix M .

Ok that’s good, but what is this new field γab? Well if we compute the equations of motion
w.r.t Xµ we simply get

∂a
(√
−γγab∂aXµ

)
= 0,

which is exactly the same as the Nambu-Goto equations of motion, Equation (7.5), but with
h→ γ. This tells us that we can think of γab as the induced metric in the Polyakov case.

Additional Remark 7.1.7 . The emphasis on "think" above is for the following reason. The
induced metric hab is a genuine metric, given by the pullback metric from the spacetime
metric ηµν . However γab is a field, and is therefore dynamical. As with the einbein e, its
dynamics are completely fixed by the equations of motion, however we should not be so quick
to say it is a legitimate metric. We therefore refer to γab as the dynamical metric on the
worldsheet. We will, however, just think of it as a ‘normal’ metric from now on.

The Polyakov action is the action of free scalar fields Xµ(σ, τ) (from the 2-dimensional
point of view) coupled to a background metric. It is a free field as the Xµ equations of motion
are

∇2Xµ = 0

where ∇ is the covariant derivative in 2D w.r.t. γab.

7.1.5 Symmetries Of Polyakov Action

The important thing about the Polyakov action for us are it’s symmetries. It still has the
spacetime Poincaré and worldsheet reparameterisation symmetries (which we will call world-
sheet diffeos from now on) present in the Nambu-Goto action. However it also possess a Weyl
symmetry given by

γab → Ω2(x)γab.

This is easily seen by the fact that

det γ → Ω4(x) det γ, and γab → Ω−2(x)γab,

so that √
−γγab →

√
−γγab.

These are local symmetries, and so we can gauge fix them.
Now γab is a 2× 2 symmetric matrix and so has 3 independent components. However we

have just said that we have 2 worldsheet reparameterisation gauge symmetries, and so we can
use a gauge transformation to fix γab so that it is of diagonal form. We can then use a Weyl
transformation to give us a flat worldsheet metric:

γab
Diffeos.−→ Ω2(x)ηab

Weyl−→ ηab.
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Remark 7.1.8 . We can also see this result by considering the Riemann tensor Rµνρσ. In 2D it
reduces down to R

2 (gµρgνσ − gµσgνρ). This tells us that essentially the Riemann tensor goes
like R, which is just a single scalar degree of freedom, which we can make flat using the Weyl
transformations.

Now comes the important result for us: there is still a left over residual gauge symmetry
after we fix γab = ηab. That is, even after picking this gauge, there is still some left over
gauge invariance. It is not too hard to see that this gauge invariance is given precisely by
conformal transformations. That is any worldsheet diffomorphism that only changes γab by a
Weyl factor is a left over residual gauge. This allows us to make the all important conclusion

String theory is a 2D CFT!

Additional Remark 7.1.9 . The fact that the Polyakov action possess the additional Weyl in-
variance tells us that if we want to continue studying the Nambu-Goto action through the
Polyakov one, we actually have to take an equivalence class on our solutions, i.e. we mod
out by Weyl transformations. In other words, two solutions that differ purely by a Weyl
transformation are considered the same solution. The Weyl invariance is obviously true at
the classical level, and it places some significant restraints on the allowed terms in the action.
For example we couldn’t include a cosmological constant term as then there wouldn’t be a γab

factor to cancel the transformation from the determinant. Things become a bit more subtle
when it comes to the quantum theory, and more details about this can be found in my notes
on Prof. Shiraz Minwalla’s string theory course.

Remark 7.1.10 . Note that in higher dimensions we were making the choice to consider a flat
space for our CFT. However for string theory we can actually always do this.

This concludes our discussion of string theory itself, and we will now study abstract 2D
CFTs. A lot of the work that follows will be very similar to the work we did before for higher
dimensional CFTs, but there are some important differences, that we shall point out along the
way. Of course the stuff we talk about for the rest of the course will be applicable to string
theory (as it is a 2D CFT), but it is important to note that it is not string theory specific.

Notation. As we are now moving on from string theory our µ indices that follow take two
values. That is they label the worldsheet coordinates (τ, σ) not some higher dimensional
spacetime.

7.2 Conformal Transformations In 2D

As we said at the start of this part of the notes, the space of conformal transformations is
much bigger, which came from the fact that the D− 2 on the left-hand side of Equation (7.1)
identically vanishes. This tells us that κ can be an arbitrary polynomical in x, rather than
quadratic as for the D > 2 case.

We can see this result in another useful way by considering so-called light-cone coordinates

x± :=
1√
2

(σ ± τ). (7.7)
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The line element in these coordinates becomes

ds2 = dσ2 − dτ2 = 2dx+dx− =
(
dx+ dx−

)(0 1
1 0

)(
dx+

dx−

)
from which we can read off the worldsheet metric (which we denote by g from now on) as

(gab) =

(
0 1
1 0

)
.

Now consider the general transformation

x− 7→ f(x−) and x+ 7→ g(x+)

where f and g can any functions of only their respective arguments, i.e. f doesn’t depend on
x+ at all and similarly g doesn’t depend on x−. Then our metric transforms as

2dx+dx− → 2
df(x−)

dx−
dg(x+)

dx+
dx−dx+,

but this is just a Weyl transformation, as the metric is just scaling under this transforma-
tion. This is therefore a conformal transformation for any functions f, g. This gives us an
infinte class of symmetries for the D = 2 case. In higher dimensions things are a bit more
complicated,12 and, as we have seen already, we get at most quadratic terms.

We now abandon light-cone coordinates and look at the much more useful complex coor-
dinates, i.e. we define

z := x+ and z̄ := x−.

There are three cases:

(i) Real Minkowski space: σ, τ ∈ R and therefore z, z̄ ∈ R and independent.

(ii) Complexify to get Complex Minkowski: σ, τ ∈ C and z, z̄ ∈ C and independent.

(iii) Real Euclidean, τ → iτ : σ, τ ∈ R but z, z̄ ∈ C with z̄ = z∗.

Case (iii) is often most useful as it gives us a direct relation between z and z̄, namely
complex conjugation.13 This essentially allows us to derive all the results by just considering
the z case and then obtain the z̄ results by complex conjugation. For this reason, this is the
case we will use in this course.

Our conformal transformations are then just simply meromorphic14 transformations

z′ = f(z) and z̄′ = g(z̄).

12Note in higher dimensions going to light-cone coordinates would break Lorentz invariance as we would
have to single out two of our directions in order to define x±. However for 2D we’re alright because there are
only two coordinates.

13Note it’s for this reason that we call the second variable z̄. That is for cases (i) and (ii) the bar does not
indicate complex conjugation, but here it does.

14It is likely I will use mermorphic and holomorphic interchangeabley. These are obviously technically
different, but close enough that hopefully the ideas are understood.
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Additional Remark 7.2.1 . Note although we still have an infinite space of conformal transfor-
mations, it is still drastically smaller than the original diffeomorphisms. This is because our f
and g are only functions of a single variable. The easiest way to see this is to consider taking
a Taylor expansion of functions that depends on both variables F (τ, σ) and G(τ, σ). If we
expand F (τ, σ) about σ, only the first term in this expansion is σ independent, and similarly
only the first term in the expansion of G(τ, σ) about τ will be τ independent. Therefore
essentially we have truncated our space of diffeomorphisms down to a first order.

7.3 Generators: Witt Algebra

We can write our conformal transformations infinitesimally as

z′ = z + ξ(z)

where ξ(z) is any meromorphic function of z, which we can expand as

ξ(z) =
∑
n

anz
n+1.

Our conformal transformation is then generated by

ξ(z)∂z =
∑
n

anz
n+1∂z = −

∑
a

anLn

where

Ln := −zn+1∂z (7.8)

are the generators. If these are to be generators, they are meant to be elements of the Lie
algebra, and so we better check that they close under the Lie bracket, which is just the
commutator. By direct calculation we have

[Ln, Lm] = [zn+1∂z, z
m+1∂z] = ... = (m− n)zn+m+1∂z,

which we can rewrite as
[Ln, Lm] = (n−m)Ln+m,

where we have used the minus sign to flip (m − n). As we mentioned above, we can easily
obtain the barred version by taking the complex conjugate (i.e. put bars everywhere). That
is repeating the above for the z̄s will give us

[L̄n, L̄m] = (n−m)L̄n+m.

This is an important result, so we write it again in a nice box.

[Ln, Lm] = (n−m)Ln+m and [L̄n, L̄m] = (n−m)L̄n+m. (7.9)

This is known as the Witt algebra.
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7.3.1 Möbius Subgroup

The Witt algebra at first seems completely new, however after staring at it for a moment or
two, we see that it has a subalgebra spanned by

L0, L1, L−1 or L̄0, L̄1, L̄−1

depending on which part of the algebra we’re looking at. Explicitly the commutators are

[L−1, L1] = −2L0 [L0, L1] = −L1 and [L0, L−1] = L−1,

and similarly for the barred expressions. We can then construct a Lie algebra isomorphism
between this subalgebra and the sl(2) algebra.15

We can translate this Lie algebra isomorphism to a Lie group isomorphism. That is there
is a subgroup of our 2D conformal group that is isomorphic to SL(2,C). These are the subset
of transformations which are globally well defined on the whole Riemann sphere. In other
words, when we have n < −1 our generators Ln/L̄n go with negative powers of z, and so are
ill-defined at z = 0. Similarly for n > 1 they are ill-defined at z = ∞. The latter condition
might seem a bit strange, but we can see it by considering an inversion, then

zn 7→ 1

zn
, and ∞ 7→ 0,

so they are ill-defined.
So what are the subgroup generators?

(i) L−1, L̄−1 are translations, as they are just ∂z, ∂z̄. In other words they correspond to Pµ.

(ii) L0, L̄0 are dilatations. This just just because D = z∂z+ z̄∂z̄, and so can be generated by
L0 = z∂z and L̄0 = z̄∂z̄. We can also get the Lorentz transformations16 L01 = −L10 =
z∂z̄ − z̄∂z.

(iii) L1, L̄1 give us the special conformal transformations Kµ. We can see this by a similar
argument to (ii) above.

This global subgroup is called the Möbius group. For a finite transformation it is given
by17

z 7→ az + b

cz + d
with ad− bc = 1.

We can get the infinitesimal version by setting

a = 1 + α, b = 1 + β, d = 1 + δ, and c = 1 + γ,

where the ad − bc = 1 condition gives us α = −δ. This will reproduce the 3 generators
{L0, L1, L−1}, as it must as the Lie algebra is given by working infinitesimally around the
identity.

15For an explicit statement see Section 6.1.1 of my notes on Prof. Shiraz Minwalla’s course.
16Note that the indices only take values {0, 1} as we are in 2D.
17Hopefully it’s reasonably clear why this is isomorphic to SL(2,C) from here.



CHAPTER 7. CFT IN 2D 60

7.4 Transformations Of Fields

We now want to introduce fields into our CFT. A general field will depend on both variables,
ϕ(z, z̄), however there are also fields which only depend on one. We call a field that only
depends on z, ϕ(z), Chiral and similarly a field ϕ(z̄) antichiral.

The first thing we note is that we can consider the scaling of z and z̄ separately, i.e. z → λz
and z̄ → λ̄z̄. Our fields will obviously scale by both these, and so we write the weights of the
fields as a doublet (h, h̄). That is a general field of weight (h, h̄) transforms as

ϕ→ ϕ′, ϕ′(λz, λ̄z̄) = λ−hλ̄−h̄ϕ(z, z̄).

Now we note that this combines both dilatations and rotations. We can see this by letting
λ = reiθ and λ̄ = re−iθ, then we have

ϕ′(λz, λ̄z̄) = r−(h+h̄)e−iθ(h−h̄)ϕ(z, z̄).

The r factor is just our dilatation scaling, while the θ term is a rotation in the C plane. We
therefore make the following definitions/conclusions.

∆ = h+ h̄ and S = h− h̄, (7.10)

where ∆ is the dilatation weight and S is the spin of the field.
Ok so how does a field transform under a general conformal transformation? Again we

answer this by defining what we mean by a primary field and then move on to descendants.

Definition. [Primary Field (2D)] A primary field of weight (h, h̄) transforms as ϕ → ϕ′

where
ϕ′
(
f(z), f̄(z̄)

)
=
(
∂zf
)−h(

∂z̄ f̄
)−h̄

ϕ(z, z̄). (7.11)

If we then restrict to the Möbius subgroup we can find how a field transforms in the same
way as D > 2 case before.

An infinitesimal transformation

z 7→ z + ξ(z), and z̄ 7→ z̄ + ξ̄(z̄),

of primary of weight (h, h̄) is then

δϕ = −h∂ξ
∂z
ϕ− ξ ∂ϕ

∂z
− h̄∂ξ̄

∂z̄
ϕ− ξ̄ ∂ϕ

∂z̄
(7.12)

Remark 7.4.1 . Note, as we tried to emphasise at the start of this chapter, this is a much
stronger requirement than in higher-dimensions. That is, we have more constraints and so it
gives us a smaller set of primary fields.

With the above remark in mind, we can define
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Definition. [Quasi-primary Field] A quasi-primary field of weight (h, h̄) transforms under
an infinitesimal transformation as Equation (7.12) but it need only hold for the global
Möbius subgroup, i.e. for transformations were ξ(z) is quadratic in z.

To clarify, a quasi-primary field must transform as Equation (7.12) when ξ(z) is quadratic
in z, but it can transform arbitrarily for higher polynomials. It follows from this that all
primary operators are quasi-primary, but the reverse is not true. This is exactly what we
mean in the remark above; there are less primary operators then there are quasi-primary
ones.

Remark 7.4.2 . Note in D > 2 CFTs quasi-primaries and primaries become indistinguishable.
This is purely because we only have quadratic transformations for D > 2.

7.5 Stress-Energy Tensor

As we are still considering a CFT the stress energy tensor still obeys

∂µT
µν = 0 and Tµµ = 0.

The stress-tensor is symmetric, and so we have 3 independent components,

T zz T z̄z̄ and T zz̄ = T z̄z

to start with. The question now is "what do our constraints above tell us about these com-
ponents?" First consider the traceless condition. Recall that our metric is off-diagonal form,
and so it essentially trades z ↔ z̄ when we raise/lower indices. We therefore have

Tµνgµν = 2T zz̄ = 0.

This removes one of our components, leaving us with just 2. Now let’s look at current
conservation

∂µT
µν = 0.

This is actually two equations, given by ν = z, z̄. Let’s consider these separately

(i) ν = z:
∂zT

zz + ∂z̄T
z̄z = 0 =⇒ ∂zT

zz = 0,

where we have used the traceless condition.

(ii) ν = z̄: Similarly we get
∂z̄T

z̄z̄ = 0.

We therefore see that the T zz = T zz(z̄) and T z̄z̄ = T z̄z̄(z). This seems a little unappealing;
it would be nicer if T with z indices was only z dependent, and similarly T with z̄ indices.
Well if we again use the fact that the metric is off-diagonal we can lower the indices while
swapping z ↔ z̄, to define

T (z) := Tzz = T z̄z̄

T̄ (z̄) := Tz̄z̄ = T zz.
(7.13)

With this notation in mind we shall also introduce the notation

∂ := ∂z and ∂̄ := ∂z̄. (7.14)

In this notation we have
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∂̄T (z) = 0 = ∂T̄ (z̄). (7.15)

7.6 Radial Quantisation

Next on the list: radial quantisation. Again this is just the same as before, but our map is
really from a cylinder, R× S1, to a plane, C. Our radius is now just given by r = |z|, and we
parameterise the other coordinate using the angle arg(z) = θ. In other words we replace our
(r, nµ) from the D > 2 case with (r, θ). Of course this is just a standard coordinatisation of
the complex plane with z = reiθ and so we use (z, z̄) as coordinates, as we have been up to
now.

7.6.1 Hermitian Conjugation In 2D Radial Quantisation

We now get to something new coming from the fact that we are considering a 2D CFT. Recall
that the Hermitian conjugation was given by

Oflat(r, n)† =
1

r2∆
Oflat

(
1

r
, n

)
,

If we therefore consider a scalar field — i.e. no spin, so h = h̄ — we have ∆ = 2h, and so our
complex conjugation becomes

O(z, z̄)† =
1

(zz̄)2h
O
(

1

z̄
,

1

z

)
where we have used r2 = |z|2 = zz̄ along with

1

z̄
=

1

re−iθ
=

1

r
eiθ.

The natural generlisation for fields with spin is just

Φ(z, z̄)† =
1

z2h̄

1

z̄2h
Φ

(
1

z̄
,

1

z

)
. (7.16)

Ok so why is this different to the higher dimensional case? Well in our C plane we can
take a Laurent expansions for our fields as

Φ(z, z̄) =
∑
m,n∈Z

ϕnm
znz̄m

.

As will become clear soon, it is actually convenient to shift18 this Laurent expansion as

Φ(z, z̄) =
∑
m,n∈Z

ϕnm

zn+hz̄m+h̄
.

18This is a shift in the sense of we are just shifting where m → m′ = m + h and n → n′ = n + h̄. As the
sum is over all integers, we can take the sum over m,n again instead of m′, n′ without ruining anything.
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Now the right-hand side of Equation (7.16) is then

Φ†(z, z̄) =
1

z2h̄

1

z̄2h

∑
n,m

ϕn,mz̄
n+hzm+h̄ =

∑
m,n

ϕnmz
m−h̄z̄n−h,

but the left-hand side is just

∑
n,m

ϕ†nm

z̄n+hzm+h̄
=
∑
m,n

ϕ†−n,−mz̄
n−hzm−h̄,

where the equality follows from the relabelling m → −m and n → −n. So comparing these
two see see

ϕ†n,m = ϕ−n,−m. (7.17)

The reason we did the shift of the sum above was so that this result turned out nicely. In other
words, if we hadn’t do the shift we would have factors of h/h̄ appearing in Equation (7.17).

7.7 Operator State Correspondance

We now move on to discuss the state-operator correspondance. Recall that the state-operator
map allowed us to define the state |Φ〉 as

|Φ〉 := Φ(0, 0) |0〉 .

If we then use the mode expansion above,

|Φ〉 =
∑ ϕnm

zn+hz̄m+h̄

∣∣∣∣
z,z̄=0

|0〉 ,

we see that we need

ϕnm |0〉 = 0 ∀(n+ h) > 0 and (m+ h̄) > 0,

and
|Φ〉 = ϕ−h,−h̄ |0〉 .

We then define the Φ̄ state by Hermitian conjugation

〈Φ| := 〈0|Φ†(0, 0) = 〈0|
(
ϕ−h,−h̄

)†
= 〈0|ϕh,h̄.

7.8 OPE & Stress-Tensor

Finally we move on to the OPE. Of course this works in exactly the same way as before, and
we have

Φ1(z)Φ2(0) =
∑

primaries

C123C(z, ∂y)Φ3(y)
∣∣
y=0

.
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As above, we now consider putting in the mode expansions. In order to simplify things, we
shall just consider a Chiral field (i.e one that just depends on z), and obtain the general field
relation by simply adding the barred bit. Our mode expansion is then just

Φ(z) =
∑ ϕn

zn+h
.

Now, for a reason that will become clear in a moment, let’s consider what happens when
we take a contour integral around our local insertion Φ(z). We will weight this contour integral
by zn+h−1, giving us

1

2πi

∮
Φ(z)zn+h−1dz =

1

2πi

∮ ∑
n′

ϕn′

zn′+h
zn+h−1dz =

1

2πi

∮ ∑
n′

ϕn′

zn′−n
1

z
dz = ϕn

where the integral is taken over a contour enclosing z, and where the last line follows from
the residue theorem (i.e. we get δn,n′ and then use the sum). We therefore see that we can
extract the modes via a contour integral. We shall return to this shortly.

We now want to go back to talking about Noether currents and their associated charge.
Recall in higher dimensions we had a conformal Killing vector with a corresponding Noether
current, which in turn has a corresponding conserved charge19

ξν∂ν −→ Jµ = Tµνξν −→ Qξ =

∫
T 0νξνd

3x.

How does this translate to our 2D picture? Well of course it is all the same, but the idea is
to try use our complex coordinates to simplify stuff.

In the complex picture we have two conserved currents given by the transformations
z → z + ξ(z) and z̄ → z̄ + ξ̄(z̄). The currents are simply

J(z) = ξ(z)T (z) and J̄(z) = ξ̄(z̄)T̄ (z̄).

Our charges are then simply given by

Qξ :=
1

2πi

∮
ξ(z)T (z)dz, and Qξ̄ :=

1

2πi

∮
ξ̄(z̄)T̄ (z̄)dz̄

where again our contours are done over the region containing z/z̄. The reason for this form is
because here we are working in radial quantisation and so our equal time slices (i.e. integrating
over d3x) become equal radial slices (i.e. closed contour integrals).

Next also recall that in QFT charges become the generators of the symmetry via commu-
tators. That is, for a Chiral primary of weight h,20

[Qξ,Φ(z)] = −δξΦ = h(∂ξ)Φ + ξ∂Φ, (7.18)

where the last line comes from Equation (7.12) (where we have ignored the barred terms).
This is our CFT result, but we also know that the commutator is just given by

[Qξ,Φ(w)] = QξΦ(w)− Φ(w)Qξ

19Written here in time quantisation. This is why we have a 0 index and are integrating over space.
20Note we don’t need to say (h, 0) as Chiral already tells us h̄ = 0 as there is no z̄ dependence.
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The right-hand side is an operator, and so it is meant to be understood inside a correlator.
In ‘normal’ QFT this corresponds to time ordering, however here we are working in radial
quantisation, and so time ordering is replaced by radial ordering. The first term in the above
result then corresponds to the Qξ contour enclosing Φ(w) (i.e. rξ > rw) and the second term
corresponds to the contour not enclosing Φ(w) (i.e. rξ < rw). Pictorially,

×
Φ

−
×
Φ

=
×
Φ

where we note that the arrow of the inner circle switches in the last diagram. This is just the
absorption of the minus sign to switch the contour direction.

We now use some complex analysis: we use the fact that our charges are holomorphic to
deform our contours. Assume that there are no poles apart from z and w (this is equivalent
to saying there are no other fields near by), we then just get

×

=
×

This can be seen by either "pinching" the two contours together and seeing that they cancel
apart from around the insertion, or by considering first contracting the inner circle to nothing
and then contracting the outer circle around the insertion.

The conclusion is that the commutator

[Qξ,Φ] =
1

2πi

∮
ξ(z)T (z)Φ(w)dz,

where the contour is taken around w. Now this is supposed to be equal to Equation (7.18).
This tells us something about the T (z)Φ(w) OPE. This might not be immediately clear
so let’s air out any confusion. If we are going to get the terms on the right-hand side of
Equation (7.18) we need our contour integral to pick up two poles. The easier one to see is
the ξ(w)∂wΦ(w):21 if the OPE contained the term

T (z)Φ(w) = ...+
1

z − w
∂wΦ(w) + ...

21Note it is w not z, as z is the integration variable.
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then we would just pick up this pole and set z = w giving us exactly what we want. The other
term takes a bit more work. We see that there is a derivative acting on the ξ, this suggests
we want to some kind of integration by parts within our integral. Then noting

∂z

(
1

z − w

)
= − 1

(z − w)2
,

we see that the term we need is

T (z)Φ(w) = ...+
h

(z − w)2
Φ(w) + ...

In other words we have

1

2πi

∮
ξ(z)∂z

(
− 1

z − w

)
hΦ(w)dz =

1

2πi

∮ (
∂zξ(z)

) 1

z − w
hΦ(w)dz

=
(
∂zξ(z)

)
hΦ(w)

∣∣
z=w

= h
(
∂wξ(w)

)
Φ(w),

where the minus sign from the derivative is cancelled by the minus sign from the integration
by parts. Finally, by extension of this idea, it’s hopefully clear that we don’t want any higher
poles. That is we don’t want any 1

(z−w)3 poles etc. We therefore conclude that the OPE
between a Chiral primary of weight h and the stress-energy tensor is

T (z)Φ(w) = h
Φ(w)

(z − w)2
+
∂wΦ(w)

z − w
+ non-singular

We can then extend this argument to the OPE of a general primary operator (i.e. depending
on both z and z̄) with T/T̄ as follows.22

T (z)Φ(w) = h
Φ(w, w̄)

(z − w)2
+
∂Φ(w, w̄)

z − w
+ non-singular

T̄ (z̄)Φ(w) = h
Φ(w, w̄)

(z̄ − w̄)2
+
∂̄Φ(w, w̄)

z̄ − w̄
+ non-singular

(7.19)

What we have essentially shown is that the OPE of a primary operator and the stress-
energy tensor is equivalent to the transformation of such an operator. In fact some people23

give Equation (7.19) as the definition of a primary operator. You can then work back from
this definition and obtain our definition of a primary operator in terms of its transformation
property. In fact we could have done something similar in higher dimensions but we were
more focused on getting toward conformal bootstrap and so just wanted the Ward identities
there.

So far everything is written with ξ(z), but what about the generators, Ln? Well recall
that we got them by expanding ξ(z)∂z as a Laurent series, giving us Equation (7.8). For the
quantum theory we do a similar thing and expand ξ(z) in Qξ to give us

22We drop the subscripts on the derivatives and assume that the variable is understood by its action.
23For example: Polchinski, Prof. Tong and Prof Minwalla all do this.
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Ln =
1

2πi

∮
dz zn+1T (z). (7.20)

We now do something that we can’t do in the higher dimensional case by recalling the
idea that we can obtain the modes by doing a contour integral weighted by zn+h−1 to see that
we can reconstruct the stress-energy tensor from the modes

T (z) =
∑
n

Ln
zn+2

. (7.21)

The Ln are so-called Virasoro modes. We obtain a version of the T (z)Φ(w) OPE on the
modes,

[Lm, ϕn] =
(
(h− 1)m− n

)
ϕm+n (7.22)

Exercise

Use a contour integral argument to show Equation (7.22).



8 | Example Of 2D CFT: Free Boson

Let’s now study an actual example of a 2D CFT. We will study the easiest case, that of a
free scalar field. Even though it is the simplest model, it is a very important thing to study
as string theory is essentially the study of D free scalar fields in a 2D CFT. As a CFT is, in
particular, a QFT essentially what we’re doing is just the quantisation of a free scalar field.
The only unusual feature compared to what we know from ‘normal’ QFTs is that here we put
our theory on a cylinder rather then some flat Minkowski spacetime. The idea of us putting
the QFT on a cylinder corresponds to studying the closed string in string theory.

8.1 Mode Expansion

Our action is simply the standard massless free action

S = − 1

4πα′

∫
d2x ∂aX∂

aX,

where x = (t, σ) and a = 0, 1. Again to be clear, the X here is just a scalar field from the
CFT’s perspective. That is we could replace it by the symbol φ an no confusion would arise.
We stick to the X notation as it is allows the relation to string theory to be made easier.

We know that the equations of motion for such an action is just a 1D wave equation

−∂2
tX + ∂2

σX = 0.

Now comes the fact that we are working on the cylinder, so we impose periodic boundary
conditions

X(t, σ) = X(t, σ + 2π). (8.1)

The general solution to such a problem is

X = x0 −
√

2α′α0t− i
√
α′

2

∑
n6=0

(
αn
n
e−in(t+σ) +

ᾱn
n
e−in(t−σ)

)
, (8.2)

where x0 ∈ R1 is just some constant, and where the funny α′ factors are included to make the
commutators that come later nicer. Now we have just pulled this solution out of nowhere so
let’s check it makes sense

• The x0 constant term is obviously a solution as its derivatives vanish.
1As we consider a real scalar field.

68
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• A linear term in t again vanishes because we have ∂2
t in our equations of motion.

• Taking the two derivatives on the exponential terms will cancel as there is a relative mi-
nus sign in our equations of motion. These terms obviously obey the periodic boundary
condition by ein(x+2π) = einx.

• The only other term we could imagine is something linear in σ. However this is not
allowed as it wouldn’t obey our periodic boundary condition, Equation (8.1).

Now that we’re happy this is the most general solution, let’s make some comments/conclusions.
As X is a real field, we require X∗ = X. It follows from this that

α∗n = α−n and ᾱ∗n = ᾱ−n. (8.3)

It is important to note that the bar here does not indicate complex conjugation. In order to
avoid confusion we could replace it was a tilde, ᾱn → α̃n, however hopefully now that this
has been pointed out we can stick with a bar without any confusion. αn and ᾱn play a very
important role in string theory and are called oscillator modes, as they correspond to the
exponential oscillating part of Equation (8.2). Next we define

p :=

√
2

α′
α0, (8.4)

which at this point is just a label, however if we consider our light-cone coordinates we can
see that it is actually related to the conjugate momenta π,2 and so we conclude that p is the
centre of mass momentum of the string.

This was done in terms of (t, σ), but we now want to proceed through as before to obtain
the result in terms of (z, z̄). There we,

(i) Wick rotate τ = it, and

(ii) Define r = eτ so that e−i(t+σ) becomes e−τe−iσ = 1/(reiσ) = 1/z.

so that

X = x0 + iα′p ln |z| − i
√
α′

2

∑
n6=0

(
αn
n
z−n +

ᾱn
n
z̄−n

)
.

This object is not a nice object from a CFT point of view mainly because of the ln |z| term,
which is not meromorphic. However we now notice that if we take a derivative, ∂ or ∂̄, we
will get a much nicer expression

∂X = i

√
α′

2

∑
n 6=0

αn
zn+1

and ∂̄X = −i
√
α′

2

∑
n6=0

ᾱn
z̄n+1

.

We can show3 that these are primary fields of weights (1, 0) and (0, 1), respectively. However
the field X itself is not a primary field, and so we much prefer to work with ∂X and ∂̄X.

2See Remark 2.1.1. of my notes on Prof. Minwalla’s string theory course.
3See, for example, section 4.3.3 of Prof Tong’s String Theory notes.
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Remark 8.1.1 . We can get a rough feeling for the weights above being correct by considering
the dimension of X. From our action we see [X] = 0, and so from [∂] = [∂̄] = 1, we expect
dilatation weights ∆ = 1 for ∂X and ∂̄X. We then make arguments about z/z̄ independence
to get (1, 0) and (0, 1).

This has all been a classical discussion, let’s not move on and quantise it.

8.2 Quantisation of the 2d Free Scalar

For the quantisation procedure we will go back to the (t, σ) coordinates, as we are more
familiar with quantising things in this way. We know from our canonical QFT courses that
the commutation relations for a free Bosonic field are given by the field and the conjugate
momenta. We take these to be equal time commutation relations. So let’s compute the
conjugate momenta

π =
∂L
∂Ẋ

=
1

2πα′
Ẋ.

Putting this into our expected equal time commutation relations we get

[X(t, σ), Ẋ(t, σ′)] = 2πα′iδ(σ − σ′),

where the 2πα′ factor on the right comes from us putting Ẋ in the commutator not π. We can
then plug our mode expansion for X in to obtain commutation relations between the modes
themselves. The results are

[x0, p] = i [αm, αn] = mδm+n,0 and [ᾱm, ᾱn] = mδm+n,0 (8.5)

We see that all the funny α′ factors have disappeared in our commutation relations. This is
why we introduced them in the first place.

Additional Remark 8.2.1 . Note that the [x0, p] = i commutation relation further supports the
idea that p is the centre of mass momentum and that x0 labels the centre of mass. That is it
agrees with the usual [q, p] = i relation.

Exercise

Prove Equation (8.5). Hint: Use∑
n

e−2in(σ−σ′) = nδ(σ − σ′).

Next we want to compute the Hamiltonian. The standard QFT derivation gives us

H =

∫
dσ
(
πẊ − L

)
=
α′p2

2
+
∑
n>0

(
α−nαn + ᾱ−nᾱn

)
(8.6)
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Exercise

Fill in the missing steps to arrive at Equation (8.6).

From here we can compute the commutator

[H,α−n] = nα−n and [H, ᾱ−n] = nᾱ−n

which is easily verified. Now we note that these look just like creation/annihilation operator
commutators with the energy spacing being given by n. That is αn/ᾱn are raising operators
when n < 0 and lowering operators when to n > 0. It is important to note that we have two,
independent, sets of creations/annihilation operators. Therefore our Hilbert space is built out
of two towers of states given by acting with the creation operators. It turns out that there is
a relation, known as the level matching condition, that tells us the number of αn excitations
must equal the number of ᾱn excitations, and so we only need one label in our bra-ket vector.
As we will see shortly our Hilbert space also has another sector given by the momentum. So
in total we denote an element of the Hilbert space by |n; k〉, where n indicates the number of
harmonic oscillator states and k the momentum. As usual, we construct our Hilbert space by
defining the vacuum |0; k〉 such that

αm |0; k〉 = 0 = ᾱm |0, k〉 ∀m > 0.

This seems a bit strange, because it appears we don’t have a unique vacuum, i.e. we
haven’t constrained k. So what’s going on? Well now is a point where the fact that our
CFT is on a cylinder becomes important. Normally we think of the fields as dying off at
infinity, however on the cylinder the fields can go round and round. This corresponds exactly
to the ground state not being unique, and the different ground states being labelled by the
momentum. So how we do extract the momentum? Well in the above we only considered the
αn/ᾱns for n 6= 0, but what about α0? Well we have already seen/said that it is related to
the centre of mass momentum. We can therefore use this to extract k:

p |0; k〉 = k |0; k〉 .

Now that we have defined our vacuua, we can build up the Hilbert space by acting with
the raising operators. That is any state in the Hilbert space is given in the form

(α−1)n1(α−2)n2 ...(ᾱ−1)n̄1(ᾱ−2)n̄2 |0; k〉 .

There is an obvious question to ask "what about when k = 0?" This is indeed an important
case, and we define |0〉 := |0; 0〉 which is often called the absolute vacuum. As we will see
shortly, this is invariant under the whole global conformal subgroup, i.e. the Möbius subgroup.
We can then construct |0; k〉 from |0〉 via the following claim (we are going back to (z, z̄)
coordinates4).

Claim 8.2.2 . We can produce the vacuum state |0; k〉 from the absolute vacuum in the fol-
lowing way.

|0; k〉 = eikX(z=0) |0〉 .
4We only really used the (t, σ) coordinates to do the quantisation because we were familiar with how to

quantise in equal time slices. That’s all done now, so it makes sense to go back to the more useful complex
coordinates.



CHAPTER 8. EXAMPLE OF 2D CFT: FREE BOSON 72

Before proving this, let’s just make a couple comments. This is an important thing in
string theory and it is called a vertex operator. Note that we cannot write this down in higher
dimensions, as then [X] 6= 0 so its dilatation weight is non-vanishing. That is, if we Taylor
expanded the exponential we wouldn’t have a well-defined dilatation transformation property.

Proof. Essentially what we need to do is prove it has momentum k, and that it is annihilated
by the lowering operators αn/ᾱn for n > 0.

p |0; k〉 = peikX(0) |0〉

=
[
p, eikX(0)

]
|0〉

= eikX(0)[p, ikX(0)] |0〉
= ikeikX(0)[p, x0] |0〉
= keikX(0) |0〉
= k |0; k〉 ,

where we have used the mode expansion for X and then only kept the commutators that are
non-vanishing. Similarly, we have, for n > 0,

αn |0; k〉 =
[
αn, e

ikX(0)
]
|0〉

= eikX(0)[αn, ikX(0)] |0〉

= eikX(0)ik
∑
m

[
αn,

αm
m
z−m

]∣∣∣∣
z=0

|0〉

= eikX(0) ikn

m

∑
m

δn+m,0z
−m∣∣

z=0
|0〉

= eikX(0)ikzn
∣∣
z=0
|0〉

= 0,

where again we have used the mode expansion and only kept the non-vanishing commutators.
A similar calculation works for the ᾱn lowering operators.

Now that we know how to construct our Hilbert space we can use our state-operator
correspondance to see what operators these states are dual to. We just give a couple examples
here.

State Operator

|0; 0〉 1
α−m |0; 0〉 ∂mX

α−m′α−m |0; 0〉 : ∂m
′
X∂mX :

|0; k〉 : eikX :

where : ... : means normal ordering.5

5It is actually something known as conformal normal ordering. This is defined as : AB : :=
limz→w[A(z)B(w) − 〈A(z)B(w)〉]. The idea is that a conformal normal ordering gives vanishing vev,
〈 : A(z)B(w) : 〉. In these notes we will ignore this small difference and just say normal ordering, but feel
free to insert "conformal" in front when reading.
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Additional Remark 8.2.3 . It turns out that the vertex operator : eikX : is a primary operator
with weight

h =
α′k2

4
.

You can show this by considering the OPE with the stress-energy tensor (which we will obtain
in a moment). Details of this calculation can be found in section 8.6 of my notes on Prof.
Minwalla’s string theory course.

8.2.1 Propagator

Recall that in QFT the propagator is one of the most important objects, and it is given by
the two-point function

〈X(z)X(w)〉 = k(z, w).

Also recall that we require the propagator to be a Green’s function for the quadratic operator,
i.e.

∂∂̄k(z, w) = −δ(2)(z − w).

The solution to this is a log expression:

〈X(z)X(w)〉 = − 1

2π
log |z − w|2,

where
|z − w|2 = (z − w)(z̄ − w̄).

This tells us that X is not a primary operator, as we know that two point functions of
scalar primary operators go as 1/(z − w)2∆, but we have a log. However we note that if we
take two derivatives we get

〈∂X(z)∂X(w)〉 = − 1

2π

1

(z − w)2
,

where the variable of the derivative is understood by the argument of the field it acts on.
Note also we don’t have a modulus |z −w| in the denominator. This is because we have only
differentiated w.r.t. z/w (i.e. not barred) and

log |z − w|2 = log
[
(z − w)(z̄ − w̄)

]
= log(z − w) + log(z̄ − w̄).

We therefore see that ∂X(z) is a scalar primary operator with weight h = 1. By our
"everything follows by sticking a bar on it" mantra, we also have

〈∂̄X(z̄)∂̄X(w̄)〉 = − 1

2π

1

(z̄ − w̄)2
.

We summarise this result in a nice box.

∂X(z) is a scalar primary operator of weight (1, 0).
∂̄X(z̄) is a scalar primary of weight (0, 1).
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8.2.2 Stress-Energy Tensor

Ok so what exactly is the stress-energy tensor for our free boson theory? Well classically we
can show6 that it just comes out to be

T = − 1

α′
∂X∂X, and T̄ = − 1

α′
∂̄X∂̄X.

When we quantise this result, we have to include our normal ordering7

T = − 1

α′
: ∂X∂X : . (8.7)

Now recall that we wrote the stress energy tensor as a Laurent expansion

T =
∑
n

Ln
zn+2

,

we can then insert our mode expansions for X into Equation (8.7) and obtain

T =
1

2
:
∑
m

αm
zm+1

∑
n

αn
zn+1

: ,

If we then pick off the z−(m+2) part of this to get the Virasoro modes

Lm =:
1

2

∑
n

αm+nα−n : =
1

2

∑
n

αm+nα−n m 6= 0.

where the second line follows from the fact that when m 6= 0 we always get a vanishing
commutator between αm+nα−n so no problems arise from our normal ordering.

What about when m = 0? Well there we have

L0 =
1

2
:
∑
n

αnα−n : =
1

2
α2

0 +
∑
n>0

α−nαn,

where we have split the sum into n > 0 and n < 0 and then relabelled to get rid of the 1/2.
We can then finally rewrite this as

L0 =
α′

4
p2 +

∑
n>0

α−nαn.

Of course again we get a similar result by putting bars everywhere.

Remark 8.2.4 . In string theory L0 = 0 gives us a condition on the masses of our particles.
This is known as the level matching condition and is precisely the condition we used above
to say that we always require the number of α and ᾱ excitations match.

6See Section 4.1.3 of Prof. Tong’s notes.
7This is one of the big motivations for defining conformal normal ordering the way we do. Essentially we

want the vev of T to vanish, and so we construct it such that this is the case.
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Exercise

Using the relations above prove that

[Lm, αn] = −nαm+n, and [L̄m, ᾱn] = −nᾱm+n (8.8)

Comparing this with the transformation of the modes of a primary,

[Lm, ϕn] =
(
(h− 1)m− n

)
ϕm+n,

we see this is consistent with αn being the modes of ∂X, which is a primary of weight (1, 0).
That is putting h = 1 in the above expression will give exactly Equation (8.8).

Now we come to the interesting bit, the commutator of Lm with Ln. Plugging through
the calculations we obtain

[Lm, Ln] = (m− n)Lm+n +
1

12
m(m2 − 1)δm+n,0,

where we recognise the first term from the Witt algebra, but the second term is new. This
extra term is called a central extension of the algebra,8 i.e. it breaks our closure of the algebra.

Remark 8.2.5 . Note that the extra term vanishes for our subalgebra, i.e. {L0, L1, L−1}. From
this we see that we never see an equivalent in higher dimensions.

Let’s derive this. We will cheat slightly and then explain why we cheated at the end. We
will focus on the case when m = −n so that we can get this extra piece as this is the harder
case.9

[Lm, L−m] =
1

4

∑
n

∑
n′

[αm−nαn, α−m−n′αn′ ]

=
1

4

∑
n,n′

(
αm−n[αn, αm−n′ ]αn′ + α−m−n′ [αm−n, αn′ ]αn

+ αm−n[αn, αn′ ]α−m−n′ + αn′ [αm−n, α−m−n′ ]αn
)

=
1

4

∑
n

2
(
nαm−nαn−m + (m− n)α−nαn

)
,

where we have used the fact that the commutators give us bunch of delta functions. Now in
order to relate it to the Ls we need to normal order. In order to do that, notice that when
m > n, we have

αm−nαn−m = αn−mαm−n + (m− n).

Also notice that when n < 0, we have

α−nαn = αnα−n + (−n).

8This name comes from the fact that the centre of an algebra is something that commutes with every
element, which this last term does as it’s just a number.

9We can also obtain these results using contour type arguments, once we know the T (z)T (w) OPE. For
details of this calculation see, e.g., Section 4.5.2 of Prof. Tong’s notes.
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Now consider the case when both these inequalities are satisfied. Then the extra terms from
normal ordering above cancel. That is our commutator will contain the terms

n(m− n) + (m− n)(−n) = 0.

Therefore the only additional terms we pick up from normal ordering occur in the inequalities
0 < n < m.

n0 m

We can then perform the sum over these extra terms and obtain

2

4

m∑
n=0

n(m− n) =
1

12
m(m2 − 1).

So how did we cheat? Well we are really cancelling two infinite sums. Of course we showed
they cancel term by term, but the ‘better’ way to do is it introduce a normal ordering constant
and show that this is the only thing that satisfies the Jacobi identity.



9 | Quantum Stress Tensor & Viras-
soro Reps

Everything we did in the last chapter was for our specific example of a free Bosonic field.
Let’s go back now to a general CFT in 2D. Not much is too different. For example the Witt
algebra is simply modified to

[Lm, Ln] = (m− n)Lm+n +
c

12
m(m2 − 1)δm+n,0.

which is known as the Virasoro algebra. Again technically this is not really an algebra but is a
central extension of one, where c is the central extension. c is known as the central charge. As
we just saw, for the single free Boson we have c = 1. It’s not too hard to see that if we extend
our theory to D free Bosons, we get c = D. From this we can lean on intuition and arrive at
the result that c essentially measures the number of degrees of freedom on the system. As we
will see shortly, the central charge plays a massive role in string theory and basically gives us
the dimension of the spacetime.

Ok, now recall that for primaries1

T (z)Φ(w) = h
Φ(w)

(z − w)2
+
∂wΦ(w)

(z − w)
⇐⇒ [Lm, ϕn] =

(
(h− 1)m− n)

)
ϕm+n.

The Virasoro algebra tells us that Lm no longer corresponds to a primary of weight 2. That is
if we put ϕn = Ln we get the central charge term which breaks our primary operator relation.
Recalling that Lm are the mode expansion of the stress-energy tensor, what we’re saying is
that T is not primary. By the ⇐⇒ above, this is equivalent to saying that the T (z)T (w)
OPE contains a higher pole singularity. It turns out that the result is in fact

T (z)T (w) =
c/2

(z − w)4
+ 2

T (w)

(z − w)2
+
∂T (w)

z − w
. (9.1)

A derivation of this, for the case of a free Boson, can be found on page 82 of Prof. Tong’s
notes. However let’s note why it makes sense. T is still a dimension (2, 0) operator, it is just
not primary. We see from this that it has ∆ = 2, from which it follows that every term in
the OPE must have ∆ = 2 + 2 = 4. Now (z − w)−1 has ∆ = 1, and so it’s possible for us to

1In 2D one often only writes the singular terms and leaves the "+ non-singular" implicit. This is why we
don’t write it in this formula here.
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have everything up to (z − w)−4 poles.2 It’s then a simple game of asking "what operators
can I put in the numerator to get the weights right?", and we arrive at something of the form
Equation (9.1).

Additional Remark 9.0.1 . It’s a fair question to ask "why don’t we have a (z − w)−3 term in
Equation (9.1)?" The answer to this involves a bit of work but essentially it comes down to
the fact that we require the symmetry T (z)T (w) = T (w)T (z). The cubic term would violate
this. The (z − w)−1 term appears to also violate this, but it can be justified by a Taylor
expansion argument: T (z) = T (w) + (z − w)∂T (w) + .... Again for more details see Prof.
Tong’s notes.

Remark 9.0.2 . The fact that T is not a primary is not actually a problem for our CFT, just
means we’re using this extension of the algebra. Note, however, that T is indeed quasi-primary.

Right, let’s see how T transforms under the conformal group, then. That is it doesn’t
transform as a primary, so how does it transform? We do this by considering the contour
arguments we made before and then use the OPE Equation (9.1). That is we compute3

δξT (w) = − 1

2πi

∮
dzξ(z)T (z)T (w),

by plugging in the OPE:

δξT (w) = − c

12
∂3
wξ(w)− 2T (w)∂wξ(w)− ξ(w)∂wT (w)

The important thing to note is that for the global Möbius subgroup we had that ξ(w) was
quadratic in w, and so the first term in the above vanishes. So we see that for higher
dimensional CFTs the stress-energy tensor is like a primary operator if weight ∆ = D.4

9.1 Virasoro Representations

We now want to organise our Hilbert space into the irreps of the Virasoro algebra. We
label our states by the weight |h〉 such that L0 |h〉 = h |h〉. We saw before that P̃ /K̃ were
creating/annihilation operators, we now want to see what these translate to. Let’s consider
the Virasoro descendant Ln |h〉 and check its weight:

L0Ln |h〉 = [L0, Ln] |h〉+ hLn |h〉 = (h− n)Ln |h〉 ,

where we have used L0 |h〉 = h |h〉 and [L0, Ln] = −nLn. So we see that Ln lowers the weight
by n when n > 0 and raises the weight when n < 0. Note that the difference to before is now
we can lower a state by n in one go, whereas before we had to do n steps. This is important

2You might ask about higher poles and having some operator in the numerator with ∆O < 0. These turn
out to be excluded from unitary theories, so we drop these cases.

3Again the minus sign on the right-hand side comes from the difference between the [Qξ,O] = −δξO.
4The easiest way to see that we have ∆ = D is to recall that we get the energy by integrating the stress-

energy tensor over space. Each spatial integral measure carries weight [dx] = −1, and then using [E] = 1, we
conclude [T ] = (D − 1) + 1 = D. Then simply use that the dilatation weight and mass dimension agree.
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because it tells us that there is more than one way to produce a descendent of a given weight.
For example we can product a descendant of weight h+ 2 via

L−2 |h〉 or L2
−1 |h〉 .

Let’s have a look at the identity operator. This had no descendants in the higher dimen-
sional case because it was annihilated by the raising operator P̃µ. However in 2D it does have
descendants when c 6= 0. Of course consistency with the higher dimensional cases tell us that
the state dual to the identity, the absolute vacuum, is annihilated by the Möbius subgroup.
So we have5

Ln |0〉 ∀n ≥ −1.

However now consider the action of L−2. In particular consider acting with L+2 on L−2 |0〉:

L+2L−2 |0〉 = [L2, L−2] |0〉 =

(
4L0 +

c

2

)
|0〉 =

c

2
|0〉 ,

so we clearly need L−2 |0〉 6= 0 when c 6= 0. Now let’s see what unitarity can tell us. Using
L†n = L−n, we have

〈0|L2L−2 |0〉 =
∣∣L−2 |0〉

∣∣2 =
c

2
〈0|0〉 ,

so if we have a unitary theory (i.e. inner products are non-negative definite) we have

c > 0. (9.2)

Additional Remark 9.1.1 . It is a fair point to say "actually all we can conclude c is non-
negative so Equation (9.2) should be c ≥ 0". Well it turns out that when c = 0 the only state
in the whole theory is the absolute vacuum, which is boring. So Equation (9.2) is meant to
be understood for any non-trivial theory.

We can now look at building up our irreps. We start by defining the lowest weight state
|h〉 such that

Ln |h〉 = 0 ∀n > 0.

We then obtain all other states in the representation by acting on this with raising operators
L−n. We list the first few descedents below

|h〉

L−1 |h〉

L2
−1 |h〉 L−2 |h〉

5Interestingly, it can be shown that the only state that is annihilated by both L−1 and L̄−1 is the state dual
to the identity. This is not actually hard to see: simply recall that L−1 = ∂ and L̄−1 = ∂̄, and so essentially
they shift the local operator away from the origin. Therefore if L−1 and L̄−1 is to annihilate the state, it
must be position independent. The only position independent local operator is the identity. This footnote is
included to make the point that the only state that is annihilated by the full Möbius subgroup is the absolute
vacuum.



CHAPTER 9. QUANTUM STRESS TENSOR & VIRASSORO REPS 80

L3
−1 |h〉 L−1L−2 |h〉 L−3 |h〉.

L4
−1 |h〉 L2

−1L−2 |h〉 L−1L−3 |h〉 L2
−2 |h〉 L−4 |h〉

The complete set of such states is known as the Verma module. They form an irreducible
representation of the Virasoro algebra.

What is the colour coordination meant to mean? Well on a closer look we see that within
each colour, the only thing that changes as we move down the rows is the action of a L−1.
These are therefore representations of the global Möbius subgroup. In other words the first
state that appears in a given colour is a primary state through the lenses of the Möbius group,
and then the states of the same colour are descendants. Note that L2

−2 |h〉 is not a descendant
of L−2 |h〉 from the Möbius subgroups lenses.

Remark 9.1.2 . Note that we don’t need to include the state L−2L−1 |h〉 on the third row (and
similarly for lower rows). Why? Well because we can use the Virasoro algebra to relate this
to L−1L−2 |h〉 and L−3 |h〉, and so it is not a new state.

Additional Remark 9.1.3 . As an extension of the above remark, there is actually a subtly
between the states of the Verma module, and it turns out that they are not all necessarily
independent. We do not give an example here but the interested reader is directed to the
bottom of page 97 of Prof. Tong’s notes.

9.2 Another example of a CFT: bc Ghost Theory

We end the course with a very quick overview of another example of a 2D CFT. This system
plays a crucial role in one approach to string theory and it is known as the bc ghost theory.
We do not present any proofs of the statements made here, but details will be flushed out in
the string theory course.6

We introduced the central charge c above with absolutely no problems, and indeed it
doesn’t pose any problem for flat 2D CFTs. However, as the emphasis indicates, this is not
true for CFTs on curved backgrounds. The reason is related to the comment we made about
Weyl anomolies all the way back in Additional Remark 3.4.1: the trace of the stress-energy
tensor in 2D turns out to be given by

T aa = − c

12
R, (9.3)

where R is the Ricci scalar. As we said in the remark, this is known as a Weyl anomaly.

Additional Remark 9.2.1 . It turns out that we can trace the presence of the central charge,
c, back to the Weyl transformations in our 2D CFT. Essentially the idea is that the (z −
w)−4 term appearing in the T (z)T (w) OPE comes purely from the Weyl part of a conformal
transformation, and therefore c comes from the Weyl transformations. Putting this together
with the fact that classically conformal invariance gave us the traceless condition, we see why
Equation (9.3) is called a Weyl anomaly; we loose the exact classical Weyl invariance in the
quantum theory. For more details flushing out this idea, see Lecture 7 of my notes on Prof.
Shiraz Minwalla’s string theory course.

6Of course more details can also be found in either Prof. Tong’s notes or my notes on Prof. Minwalla’s
course.



CHAPTER 9. QUANTUM STRESS TENSOR & VIRASSORO REPS 81

Why is this a problem? Well recall that in our discussion of string theory we needed Weyl
invariance in order to make the Polyakov and Nambu-Goto actions equivalent. That is if we
don’t impose Weyl invariance on the Polyakov action then our set of solutions is (infinitely)
bigger. This Weyl symmetry also allowed us to restrict the theory to a flat metric and gave us
our conformal symmetry. Equation (9.3) breaks our Weyl invariance and so ruins everything.
There is a way we can save this, though: make c = 0.

However we already said that if c = 0 then the only state in our theory is the absolute
vacuum, so it appears we are doomed. However we now note that important word used above:
in a unitary theory we require c > 0. That is a non-unitary theory can have negative central
charge. From previous courses, we know of a field which we can add to our theory which
is non-unitary: ghosts! The idea is to consider a theory which consists of both free Bosons,
Xµ, and ghosts, which we standardly denote b and c, such that their collective central charge
vanishes. That is we want

ctot = cBosons + cghosts = 0.

9.2.1 Ghost Theory

The action for our ghost theory on our 2D space turns out to be

Sg =
1

2π

∫
d2x
(
b∂̄c+ b̄∂c̄

)
where b, c are our ghosts. A quick calculation shows that the equations of motion are

∂̄b = ∂̄c = ∂c̄ = ∂b̄ = 0

which tells us that b, c are holororphic and b̄, c̄ are antiholomorphic. We can show that

b(z) =
∑
m

bm
zm+2

and c(z) =
∑
m

cm
zm−1

so b has weights (2, 0) and c has weights (−1, 0). The anticommutators between the two ghost
types turn out to be

{bm, cn} = δm+n,0

and we can show7

bm |1〉 = 0 m ≥ −1

cn |1〉 = 0 m ≥ 2.

As the ghost system has its own action, it also has it’s own stress-energy tensor, which is
easily verified to be

T = 2(∂c)b+ c∂b.

This in turn tells us that
Ln =

∑
m

(2n−m)bmcn−m.

7We stress again here that, as the bc system is non-unitary, the state dual to the identity need not be the
vacuum. Indeed it turns out that |1〉 = b−1 |↓〉, where |↓〉 is one of the two ground states of the bc system. A
proof of all this can be found in lecture 11 of my notes on Prof. Shiraz Minwalla’s string theory course.
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Ok that was a lot of plucked-out-of-the-air stuff, so why do we want it? Well we can now
compute the inner product 〈0|L2L−2 |0〉 again. If we plug through all the algebra we obtain

〈1|L2L−2 |1〉 = −13 〈1|1〉 ,

which comparing to
〈1|L2L−2 |1〉 =

c

2
〈1|1〉

tells us
cghost = −26.

We then need to compensate for this with 26 Bosonic fields Xµ, as each Bosonic field con-
tributes cBoson = +1. But the number of Bosonic fields is given by the dimension of the
spacetime, and so we conlclude that

D = 26.

This is the famous result that string theory is a 26 dimensional theory.

Remark 9.2.2 . There is actually another way to obtain the result D = 26 without having to
introduce ghosts. This involves breaking manifest Lorentz invariant and going to light-cone
gauge. You then quantise the system there and look at the resulting irreducible representations
and insist that these form a valid decomposition of the Lorentz group. Details of this can be
found in Prof Tong’s notes (again or my notes on Prof Minwalla’s notes).

Additional Remark 9.2.3 . For completeness, we just make one comment about the D = 10
result that people also say. This corresponds to superstring theory. This corresponds to
considering free Fermions, and so is sometimes also called Fermionic string theory. In this
case we end up getting cghost = −15 and each Fermion contributes cFermion = 3/2, so in total
we need 10 spacetime dimensions. Much more details on this can be found in my notes on
Prof Minwalla’s course.8

8Unfortunately, Prof. Tong’s notes don’t discuss the Fermionic string in analytic detail, so unless you wish
to give Polchinski Volume II a bash, I’m afraid all I can reference are my notes.



Useful Texts & Further Readings

Part I: CFT in D > 2

• Simon Ross’s notes (on duo). Focused on 2d CFT, but used them if applicable.

• Simmons-Duffin, [1602.07982].

• Rychkov lectures [1601.05000], he is leading numerical conformal bootstrap research.

• Qualls lectures [1511.04074].

Second half

• Tong string notes (first half is CFT).

• Simmons-Duffin, [1602.07982].

• Osborn (Cambridge) lecture notes on CFT.

• Polchinski "string theory" vol. 1

• Big Yellow Book, CFT (Di Francesco) (focusing on 2D)
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